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It is hard to imagine a more exciting time to be 
studying biotechnology. Advances are occurring at 
a dizzying pace, and biotechnology has made an 

impact on many aspects of our everyday lives. Now in 
its third edition, Introduction to Biotechnology remains 
the first biotechnology textbook written specifically for 
the diverse backgrounds of undergraduate students. 
Appropriate for students at both 2- and 4-year and vo-
cational technical schools, Introduction to Biotechnology
provides students with the tools for practical success in 
the biotechnology industry through its balanced cov-
erage of molecular biology, details on contemporary 
techniques and applications, integration of ethical is-
sues, and career guidance.

Introduction to Biotechnology was designed with sev-
eral major goals in mind. The text aims to provide:

■ An engaging and easy-to-understand narrative 
that is appropriate for a diverse student audience 
with varying levels of scientific knowledge.

■ Assistance to instructors teaching all major areas 
of biotechnology and help to students learning 
fundamental scientific concepts without over-
whelming and excessive detail.

■ An overview of historic applications while em-
phasizing modern, cutting-edge, and emerging 
areas of biotechnology.

■ Insights on how biotechnology applications can 
provide some of the tools to solve important sci-
entific and societal problems for the benefit of hu-
mankind and the environment.

■ Inspiration for students to ponder the many ethi-
cal issues associated with biotechnology.

Introduction to Biotechnology provides broad cover-
age of topics including molecular biology, bioinfor-
matics, genomics, and proteomics. We have striven to 
incorporate balanced coverage of basic molecular biol-
ogy with practical and contemporary applications of 
biotechnology to provide students with the tools and 
knowledge they need to understand the field.

In our effort to introduce students to the cutting-
edge techniques and applications of biotechnology, we 
have dedicated specific chapters to such emerging areas 

as agricultural biotechnology (Chapter 6), forensic bio-
technology (Chapter 8), bioremediation (Chapter 9), and 
aquatic biotechnology (Chapter 10). Consideration of the 
many regulatory agencies and issues that affect the bio-
technology industry are discussed in Chapter 12. In addi-
tion to the ethical issues included in each chapter as You 
Decide boxes, a separate chapter (Chapter 13) is dedi-
cated to ethics and biotechnology.

New Features of the Third Edition

The third edition of Introduction to Biotechnology includes 
several new instructor resources and exciting features:

■ Forecasting the Future briefly highlights excit-
ing new areas of biotechnology that the authors 
predict will be worth watching in the future.

■ Making a Difference at the end of each chapter 
spotlights particularly beneficial aspects of bio-
technology applications that have had major im-
pacts in improving the quality of life.

■ More end-of-chapter Questions & Activities,
including more Internet-based exercises.

■ A computerized test bank with multiple-choice 
questions for each chapter; electronic files for all 
images in the textbook; and PowerPoint Lecture 
Outline slides conveniently located on the In-
structor’s Resource Center, www.pearsonhighered 
.com/educator.

■ New You Decide entries have been added to 
stimulate student interest in controversial areas of 
biotechnology.

In addition, each chapter has been thoroughly 
revised and updated to provide students with current 
information on emerging areas of biotechnology. Of 
special note are the following changes:

■ Chapter 1: The Biotechnology Century and 
Its Workforce. Includes updated content on the 
current state of the biotechnology industry, com-
pany mergers, biotechnology and pharmaceutical 
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company revenues, funding sources for starting a 
biotechnology company, and investigational new 
drugs.

■ Chapter 2: An Introduction to Genes and 
Genomes. Includes a new section titled “Revealing 
the Epigenome,” which provides an introduction to 
epigenetics and its importance to genetic diseases 
and disease treatments.

■ Chapter 3: Recombinant DNA Technol-
ogy and Genomics. Includes updated content 
on the Human Genome Project, a new section 
called “10 Years after the Human Genome Proj-
ect,” and new coverage of the Genome 10K 
Plan, Human Microbiome Project, and personal-
ized genomics. Major content updates have been 
made to DNA sequencing technologies, including 
a new section and figure titled “Next-Generation 
Sequencing.”

■ Chapter 4: Proteins as Products. Includes ex-
amples of delivery vehicles for proteins that over-
come the difficulty of administering protein drugs; 
progress on designing protein structures based on 
the 1,200 superfamilies that have been discov-
ered; the increased emphasis on discovery of bio-
marker proteins that can indicate disease at earlier 
stages; and the design of nanoparticles that deliver 
proteins designed to attach to sites on cancer cells 
to destroy them.

■ Chapter 5: Microbial Biotechnology, includes 
new content on metagenomics, the Human 
Microbiome Project, a new section on synthetic 
genomes, and a new section on microbes for 
making biofuels.

■ Chapter 6: Plant Biotechnology Includes the 
work of nonprofit research groups in develop-
ing new varieties of transgenic plants; the shift in 
emphasis to plant transgenic crops in developing 
countries, which are now the majority users; the 
addition of new transgenic crops and the expan-
sion of others to include stacks of traits; new 
emphasis on different biofuels from plant wastes 
and algae; progress in biopharming, edible vaccines, 
and their importance; and current ways of dealing 
with resistant insects and weeds that have devel-
oped from the use of these crops.

■ Chapter 7: Animal Biotechnology. Includes a 
shift in direction from drugs to vaccines for hu-
mans of all ages and the rationale behind it; the 
significance of animal testing for drugs toward 
treatments for animal diseases; the benefits of cell-
culture testing before animal testing for regulatory 
approval; the first approval of a drug produced 
in a transgenic goat to treat a type of stroke; new 

method for creating animals with gene knockouts 
and knock-ins; and the importance of a national 
project to determine the function of all the genes 
in a rat by using knockout technology.

■ Chapter 8: DNA Fingerprinting and Forensic 
Analysis. Includes the progress in utilizing per-
sonal DNA sequencing as a precursor to diagnosis; 
the shift from RFLP to PCR fingerprinting and the 
reasoning behind it; new examples of DNA fin-
gerprint comparisons using the CODIS sites; new 
examples of DNA sequences to identify certified 
products; and new examples of nonhuman DNA 
comparisons.

■ Chapter 9: Bioremediation. Includes updated 
content of GM species for bioremediation and a 
new section highlighting the roles of bioremedia-
tion in cleanup at the Deepwater Horizon oil spill in 
the Gulf of Mexico.

■ Chapter 10: Aquatic Biotechnology. Includes 
revised content on aquaculture, bioprospecting, and 
biotechnology products from aquatic organisms.

■ Chapter 11: Medical Biotechnology. Includes 
reorganized and revised content on the Human 
Genome Project and genetic testing along with 
a new section on direct-to-consumer genetic 
tests, updated content on gene therapy tech-
nologies, and new and updated content on 
induced-pluripotent stem cells and stem cell 
regulations.

■ Chapter 12: Biotechnology Regulations.
Includes a discussion of the uses and dangers of 
synthetic genomes and potential regulations; the 
potential for faster drug approvals through the 
sharing of information on drug failures in tri-
als; effect of FDA publication of long-term effects 
of previously approved drugs; the effect of the 
USPTO’s decision that gene sequences for diag-
nostic purposes are not patentable; new FDA poli-
cies designed to protect participants in drug trials; 
and the importance of current training of biotech 
company employees based on examples.

■ Chapter 13: Ethics and Biotechnology.
Includes reorganized content and an abbreviated 
chapter format, new information on risk assess-
ments, and a new You Decide on field trials of 
GM insects.

Returning Features

Introduction to Biotechnology is specifically designed to 
provide several key elements that will help students 
enjoy learning about biotechnology and prepare them 
for a career in biotechnology.
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Learning Objectives

Each chapter begins with a short list of learning objec-
tives presenting key concepts that students should un-
derstand after studying the chapter.

Abundant Illustrations

Approximately 200 figures and photographs provide 
comprehensive coverage to support chapter content. 
Illustrations, instructional diagrams, tables, and flowcharts 
present step-by-step explanations that give students visual 
help to learn about the laboratory techniques and complex 
processes that are important in biotechnology.

Career Profiles

A special box at the end of each chap-
ter introduces students to different job 
options and career paths in the bio-
technology industry and provides 
detailed information on job functions, 
salaries, and guidance for preparing to 

enter the workforce. Experts currently working in the 
biotechnology industry have contributed information to 
many of these Career Profile boxes. We strongly 
encourage students to refer to these profiles if they are 
interested in learning more about careers in the industry.

You Decide

From genetically modified foods 
to stem cell research, there are 
an endless number of topics in 
biotechnology that provoke strong 

ethical, legal, and social questions and dilemmas. You 
Decide boxes stimulate discussion in each chapter by 
presenting students with information that relates to the 
social and ethical implications of biotechnology, 
followed by a set of questions for them to consider. The 
goal of these boxes is to help them understand how to 
consider ethical issues and to formulate their own 
informed decisions.

Tools of the Trade

Biotechnology is based on the appli-
cation of various laboratory tech-
niques or tools in molecular biology, 
biochemistry, bioinformatics, genet-
ics, mathematics, engineering, com-
puter science, chemistry, and other 

disciplines. Tools of the Trade boxes in each chapter 
present modern techniques and technologies related 
to the content of each chapter to help students learn 
about the techniques and laboratory methods that are 
the essence of biotechnology.

Questions & Activities

Questions are included at the conclusion of each chap-
ter to reinforce student understanding of concepts. 
Activities frequently include Internet assignments that 
ask students to explore a cutting-edge topic. Answers 
to these questions are provided at the end of the text.

Glossary

Like any technical discipline, biotechnology has a lexi-
con of terms and definitions that are routinely used in 
discussing processes, concepts, and applications. The 
most important terms are shown in boldface type
throughout the book and are defined as they appear in 
the text. Definitions of these key terms are included in 
a glossary at the end of the book.

Supplemental Learning Aids

Introduction to Biotechnology Companion Website 
(www.pearsonhighered.com/biotechnology)

The Companion Website is designed to help students 
study for their exams and deepen their understanding of 
the text’s content. Each chapter contains learning objec-
tives, content reviews, flashcards, glossary terms, jpegs 
of figures, and an extensive collection of Keeping Cur-
rent Web Links which explore related topics in other 
areas. In addition, References and Further Readings
and Q&A Boxes (both formerly in the text) now ap-
pear as part of the Companion Website.

Instructor Resource Center (IRC)

The Instructor Resource Center, www.pearsonhighered
.com/educator, is designed to support instructors 
teaching biotechnology. The IRC is an online re-
source that supports and augments material in the 
textbook. New instructor supplements available for 
download include:

■ Computerized Test Bank: 10 to 20 multiple-
choice test questions per chapter

■ Jpeg Art Files: electronic files of all text tables, 
line drawings, and photos

■ PowerPoint Lecture Outlines: a set of Power-
Point presentations consisting of lecture outlines for 
each chapter augmented by key text illustrations

Instructors using Introduction to Biotechnology can 
contact their Benjamin Cummings sales representative 
to access the Instructor Resource Center free of charge.

www.pearsonhighered.com/biotechnology
www.pearsonhighered.com/educator
www.pearsonhighered.com/educator
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Benjamin Cummings Special Topics in 

Biology Series

The Benjamin Cummings Special Topics in Biology Series is 
a series of booklets designed for undergraduate stu-
dents. These small booklets present the basic scientific 
facts and social and ethical issues surrounding current 
hot topics. Booklets in the series include:

■ Alzheimer’s Disease (ISBN 0-1318-3834-2)

■ Biology of Cancer, 2/e (ISBN TBD) NEW EDITION! 

■ Biological Terrorism (ISBN 0-8053-4868-9)

■ Emerging Infectious Diseases (ISBN 0-8053-3955-8)

■ Genetic Testimony (ISBN 0-1314-2338-X)

■ Gene Therapy (ISBN 0-8053-3819-5)

■ HIV and AIDS (ISBN 0-8053-3956-6)

■ Mad Cows and Cannibals (ISBN 0-1314-2339-8)

■ Stem Cells and Cloning, 2/e (ISBN 0-3215-9002-3)

■ Understanding the Human Genome Project, 2/e (ISBN 
0-8053-4877-8)

Contact your local Benjamin Cummings sales rep-
resentative about bundling booklets in this series with 
Introduction to Biotechnology or visit www.pearsonhighered.
com for more information.

www.pearsonhighered.com
www.pearsonhighered.com
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Atextbook is the collaborative result of hard work 
by many dedicated individuals, including stu-
dents, colleagues, editors and editorial staff, 

graphics experts, and many others. First, we thank our 
family and friends for their support and encourage-
ment while we spent countless hours on this project. 
Without your understanding and patience, this book 
would not have been possible.

We gratefully acknowledge the help of many talented 
people at Benjamin Cummings, particularly the editorial 
staff. We thank Becky Ruden for believing in the book’s 
mission and for her vision in supporting and improving 
the text. We thank Project Editor Leata Holloway for 
keeping us on schedule and for her attention to detail, 
patience, enthusiasm, editorial suggestions, and great 
energy for the project. Senior Acquisitions Editor Michael 
Gillespie has been a stabilizing force in moving the proj-
ect forward at a critical time.

We thank Production Supervisor Lori Newman 
for guiding us through the production process, and 
Caroline Cummins for her help in identifying and se-
curing key art and suggesting alternatives. We thank 
Judith Bucci, Production Manager at Cenveo Pub-
lisher Services, for her expert work. Derek Bacchus 
delivered a fresh, innovative cover design and we ap-
preciate Derek’s artistic skills!

Undergraduate students at Monmouth Univer-
sity read many drafts of the manuscript for the first 
and second editions and critiqued art scraps for clar-
ity and content. We thank former students in BY 201, 
“Introduction to Biotechnology,” for their honest re-
views, error finding, and suggestions from a stu-
dent’s perspective. We also thank Monmouth Uni-
versity graduate Robert Sexton for contributing to 
the Career Profile section of Chapter 3. Our students 
inspire us to strive for better ways to teach and help 
them understand the wonders of biotechnology. We 
applaud you for your help in creating what we hope 
future students will deem to be a student-friendly 
textbook.

We also thank Mr. Peter Kim for his suggestions 
on the business organization of a biotechnology com-
pany, Dr. Daniel Rudolph for contributing to the Ca-
reer Profile in Chapter 5 (“Microbial Biotechnology”) 

and Gef Flimlin for contributing to the Career Profile 
in Chapter 10 (“Aquatic Biotechnology”).

Finally, Introduction to Biotechnology has greatly 
benefited from the valued input of many colleagues 
and instructors who helped us in aiming for the high-
est levels of scientific accuracy, clarity, and pedagogical 
insight, offering suggestions for improvements in each 
chapter. The many instructors who have developed 
biotechnology courses and programs, and enthusiasti-
cally teach majors and nonmajors about biotechnol-
ogy, provided reviews of the text and art that have 
been invaluable in shaping this textbook. Your con-
structive criticism helped us to revise drafts of each 
chapter, and your words of praise helped to inspire us 
to move ahead. All errors or omissions in the text are 
our responsibility. We thank you all and look forward 
to your continued feedback. Reviewers of Introduction 
to Biotechnology, include:

For the third edition:

James Crowder Brookdale Community College
Mary Colavito Santa Monica College
Craig Fenn Housatonic Community College
John Goudie Kalamazoo Area Math and Science 
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James Hewlett Finger Lakes Community 

College
Kevin Lampe Montgomery County Community 

College
Melanie Lenahan Raritan Valley Community 

College
Timothy Metz Campbell University
Stan Metzenberg California State University, 

Northridge
Melissa Rowland-Goldsmith Chapman University
Salvatore Sparace Clemson University
Lisa Werner Pima Community College
Dave Westenberg Missouri University of Science and 
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Angela Wheeler Austin Community College

Past edition reviewers:

D. Derek Aday Ohio State University
Marcie Baer Shippensburg University
Joan Barber Delaware Tech & Community College
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The Biotechnology  
Century and Its Workforce
After completing this chapter, you 
should be able to:

■ Define biotechnology and 
understand the many scientific 
disciplines that contribute to 
biotechnology.

■ Provide examples of historic 
and current applications of 
biotechnology and its products.

■ List and describe different types 
of biotechnology and their 
applications.

■ Provide examples of potential 
advances in biotechnology.

■ Discuss how medical diagnosis 
will change as a result of 
biotechnology and provide 
examples of how data from the 
Human Genome Project will be 
used to diagnose and treat human 
disease conditions.

■ Understand that there are pros and 
cons to biotechnology and many 
controversial issues in this field.

■ Describe career categories and 
options in biotechnology and ways 
to explore them.

■ Evaluate the specific skills 
needed to fill an opening in a 
biotechnology company.

■ Understand the basics of how a 
biotechnology company is started, 
funded, and valued, and describe 
the organizational structure of a 
typical biotech company.

 1 
C h A p T e r

Miracle cells? This tiny cluster on the tip of a pin is a human embryo 
approximately three days after fertilization. Some scientists believe that 
stem cells contained within embryos may have the potential for treating 
and curing a range of diseases in humans through biotechnology. Use of 
these cells is also one of the most controversial topics in biotechnology.
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If you have ever eaten a corn chip, you may have 
been affected by biotechnology. Don’t eat chips? 
How about sour cream, yogurt, cheese, or milk? In 

this century, more and more of the foods we eat will be 
produced by organisms that have been genetically 
altered through biotechnology. Such genetically mod-
ified (GM) foods have become a controversial topic 
over the last few years, as have human embryos such as 
the one shown in the opening photo. This chapter was 
designed to provide you with a basic introduction to the 
incredible range of biotechnology topics that you will 
read about in this book. As you will see, biotechnology 
is a multidisciplinary science with many powerful appli-
cations and great potential for future discoveries.

In this chapter, we do not offer a comprehensive 
review of the history of biotechnology and its current 
applications. Instead, we present a brief introduction 
and overview of many topics that we discuss in greater 
detail in future chapters. We begin by defining biotech-
nology and presenting an overview of the many scien-
tific disciplines that contribute to this field. We highlight 
both historic and modern applications and define the 
different types of biotechnology that you will study in 
this book. At the end of the chapter, we discuss aspects 
of the biotechnology workforce and skills required to 
work in the industry. Be sure that you are familiar with 
the different types of biotechnology and the key terms 
presented in this chapter, because they will form the 
foundation for your future studies.

ForeCasting the Future
Advancements in biotechnology have progressed sig-
nificantly since sequencing of the human genome was 
completed in 2001, as you will read in the “Forecast-
ing the Future” boxes at the beginning of each chap-
ter. First, we’ll see how genomes are being analyzed 
and the roles genomic studies have in biotechnology 
(Chapter 2). We’ll explore how recombined genes hold 
the potential to create new diagnostics and treatments 
for diseases (Chapter 3) and how protein drugs that 
are hard to administer and assimilate can be absorbed 
through the skin when packaged in nanovesicles specifi-
cally designed for timed release (Chapter 4). Bacteria can 
be used to make biofuels and ways to use synthetic ge-
nomes to create bacteria with novel properties will be 
discussed (Chapter 5). We’ll discuss how collaboration 
between nonprofits and biotech companies is accelerat-
ing the development and public acceptance of transgenic 
plants (Chapter 6). Vaccine development is one area of 
animal biotechnology that is likely to reduce the cost of 
health care for humans and animals (Chapter 7). We’ll see 
how DNA is used for identification in a number of ways 
including disease, paternity, and security (Chapter 8).  
The creation of organisms to convert toxic materials to 

harmless substrates and other bioremediation techniques 
has received a boost from studies of the bacteria degrad-
ing the oil released from the 2010 Gulf of Mexico spill, 
as we’ll see (Chapter 9). Because we live on a planet that 
is largely water, aquatic biotechnology is becoming the 
source of new products, drugs, and methods (Chapter 10). 
New drug delivery methods deserve careful reading (Chap-
ter 11). Revised federal regulations have accelerated ap-
provals of new biotech discoveries, but they have also 
resulted in tighter safeguards (Chapter 12). Finally, we’ll 
see how ethical thought and meaningful dialogue is a ne-
cessity for biotech improvements (Chapter 13).

1.1  What is Biotechnology and 
What Does it Mean to You?

Have you ever eaten a Flavr Savr tomato, been treated 
with a monoclonal antibody, received tissue grown 
from embryonic stem cells, or seen a “knockout” 
mouse? Have you ever had a flu shot, known a per-
son with diabetes who requires injections of insulin, 
taken a home pregnancy test, used an antibiotic to 
treat a bacterial infection, sipped a glass of wine, eaten 
cheese, or made bread? Although you may not have 
experienced any of the scenarios on the first list, at 
least one of the items on the second list must be famil-
iar to you. If so, you have experienced the benefits of 
biotechnology.

Can you imagine a world free of serious diseases, 
where food is abundant for everyone and the environ-
ment is free of pollution? These scenarios are exactly 
what many people in the biotechnology industry envi-
sion as they dedicate their lives to this exciting science. 
Although you may not fully understand the range of dis-
ciplines and scientific details of biotechnology, you have 
experienced biotechnology firsthand. Biotechnology is 
broadly defined as the science of using living organisms, 
or the products of living organisms, for human benefit 
(or to benefit human surroundings)—that is, to make a 
product or solve a problem. Remember this definition. 
As you learn more about biotechnology, we will expand 
and refine this definition with historical examples and 
modern applications from everyday life and look ahead 
to the biotechnology future.

You would be correct in thinking that biotechnol-
ogy is a relatively new discipline that is only recently 
getting a lot of attention; however, it may surprise you 
to know that in many ways this science involves sev-
eral ancient practices. As we discuss in the next sec-
tion, old and new practices in biotechnology make this 
field one of the most rapidly changing and exciting 
areas of science. It affects our everyday lives and will 
become even more important during this century—
what some have called the “century of biotechnology.”

Thiago Fernandes
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A Brief history of Biotechnology
If you asked your friends and family to define biotech-
nology, their answers might surprise you. They may 
have no idea of what biotechnology is. Perhaps they 
might tell you that biotechnology involves serious-
looking scientists in white lab coats secretively carry-
ing out sophisticated gene-cloning experiments in 
expensive laboratories. When pressed for details, 
however, your friends probably will not be able to tell 
you how these “experiments” are done, what infor-
mation is gained from such work, and how this 
knowledge is used. Although DNA cloning and the 
genetic manipulation of organisms are exciting mod-
ern-day techniques, biotechnology is not a new sci-
ence. In fact, many applications represent old prac-
tices with new methodologies. Humans have been 
using other biological organisms for their benefit in 
many processes for several thousand years. Historical 
accounts have shown that the Chinese, Greeks, 
Romans, Babylonians, and Egyptians, among many 
others, have been involved in biotechnology since 
about 2000 b.c.

Biotechnology does not mean hunting and gather-
ing animals and plants for food; however, the domesti-
cation of animals such as sheep and cattle for use as 
livestock is a classic example of biotechnology. Our 
early ancestors also took advantage of microorganisms 
and used fermentation to make breads, cheeses, 
yogurts, and alcoholic beverages such as beer and 
wine. During fermentation, some strains of yeast 
decompose sugars to derive energy, and in the process 
they produce ethanol (alcohol) as a waste product. 
When bread dough is being made, yeast (Saccharomyces 
cerevisiae, commonly called baker’s yeast) is added to 
make the dough rise. This occurs because the yeast fer-
ments sugar-releasing carbon dioxide, which causes 
the dough to rise and creates holes in the bread. Alco-
hol produced by the yeast evaporates when the bread 
is cooked. If you make bread or pizza dough at home, 
you have probably added store-bought S. cerevisiae 
from an envelope or jar to your dough mix. Similar 
processes are very valuable for the production of 
yogurts, cheeses, and beverages.

For thousands of years, humans have used selective 
breeding as a biotechnology application to improve 
production of crops and livestock used for food pur-
poses. In selective breeding, organisms with desirable 
features are purposely mated to produce offspring with 
the same desirable characteristics. For example, cross-
breeding plants that produce the largest, sweetest, and 
most tender ears of corn is a good way for farmers to 
maximize their land to produce the most desirable 
crops (Figure 1.1a). Similar breeding techniques are 
used with farm animals, including turkeys (to breed 
birds producing the largest and most tender breast 

FIgUre 1.1 Selective Breeding Is an old example of Bio-
technology That Is Still Common Today (a) Corn grown by 
selective breeding. From left to right is teosinte (Zea canina), 
selectively bred hybrids, and modern corn (Zea mays). (b) A 
normal zebrafish and (c) “Casper,” a transparent zebrafish pro-
duced by selective breeding.

(a)

(b)

(c)
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meat), cows, chickens, and pigs. Other examples 
include breeding wild species of plants, such as lettuces 
and cabbage, over many generations to produce mod-
ern plants that are cultivated for human consump-
tion. Many of these approaches are really genetic 
applications of biotechnology. Without realizing it—
and without expensive labs, sophisticated equipment, 
PhD-trained scientists, and well-planned experi-
ments—humans have been manipulating genes for 
hundreds of years.

By selecting plants and animals with desirable 
characteristics, humans are choosing organisms with 
useful genes and taking advantage of their genetic 
potential for human benefit. Scientists at the Chil-
dren’s Hospital of Boston produced a transparent 
zebrafish named Casper (Figure 1.1c). Casper was cre-
ated by mating a zebrafish mutant that lacked reflective 
pigment with a zebrafish that lacked black pigment. 
Zebrafish are important experimental model organ-
isms, and scientists believe that Casper will be impor-
tant for drug testing and in vivo studies of stem cells 
and cancer. Casper has already proven to be valuable 
for studying how cancer cells spread: scientists injected 
fluorescent tumor cells into the fish’s abdominal cav-
ity and were able to track the migration of those cells 
to specific locations in the body.

One of the most widespread and commonly under-
stood applications of biotechnology is the use of antibi-
otics. In 1928, Alexander Fleming discovered that the 
mold Penicillium inhibited the growth of a bacterium 
called Staphylococcus aureus, which causes skin disease in 
humans. Subsequent work by Fleming led to the dis-
covery and purification of the antibiotic penicillin. 
Antibiotics are substances produced by microorganisms 
that will inhibit the growth of other microorganisms. In 
the 1940s, penicillin became widely available for 
medicinal use to treat bacterial infections in humans. 
In the 1950s and 1960s, advances in biochemistry and 
cell biology made it possible to purify large amounts of 
antibiotics from many different strains of bacteria. 
Batch (large-scale) processes—in which scientists 
can grow bacteria and other cells in large amounts and 
harvest useful products in large batches—were devel-
oped to isolate commercially important molecules from 
microorganisms (explained further in Chapter 4).

Since the 1960s, rapid development of our under-
standing of genetics and molecular biology has led to 
exciting new innovations and applications in biotech-
nology. As we have begun to unravel the secrets of 
DNA structure and function, new technologies have 
led to gene cloning, the ability to identify and repro-
duce a gene of interest, and genetic engineering, 
manipulating the DNA of an organism. Through 
genetic engineering, scientists are able to combine DNA 

from different sources. This process, called recombi-
nant DNA technology, is used to produce many pro-
teins of medical importance, including insulin, human 
growth hormone, and blood-clotting factors. From its 
inception, recombinant DNA technology has domi-
nated many important areas of biotechnology, and as 
you will soon learn, many credit recombinant DNA 
technology with starting modern biotechnology as an 
industry. You will learn that recombinant DNA tech-
nology has led to hundreds of applications, including 
the development of disease-resistant plants, food crops 
that produce greater yields, “golden rice” engineered to 
be more nutritious, and genetically engineered bacteria 
capable of degrading environmental pollutants.

Gene cloning and recombinant DNA technology 
have had a tremendous impact on human health 
through the identification of thousands of genes 
involved in human genetic disease conditions. The 
ultimate gene cloning project, the Human Genome 
Project, was an international effort that began in 
1990. A primary goal of the Human Genome Project 
was to identify all genes—the genome—contained in 
the DNA of human cells and to map their locations to 
each of the 24 human chromosomes (chromosomes 1 
to 22 and the X and Y chromosomes). The Human 
Genome Project has provided unlimited potential for 
the development of new diagnostic approaches for 
detecting disease and molecular approaches for treat-
ing and curing human genetic disease conditions.

Just imagine the possibilities. The Human Genome 
Project can tell us the chromosomal location and code 
of every human gene, from genes that control normal 
cellular processes and determine characteristics such 
as hair color, eye color, height, and weight to the 
myriad of genes that cause human genetic diseases 
(Figure 1.2). As a result of the Human Genome Proj-
ect, new knowledge about human genetics will have 
tremendous and wide-ranging effects on basic science 
and medicine in the near future. The 1000 Genomes 
Project has already contributed significantly to the 
understanding of human genetics by comparison with 
other organisms’ genomes (see Chapter 3). In many 
ways, in our efforts to understand the functions of all 
human genes, we are unraveling one of the great 
unsolved mysteries in biology. We explore the mys-
teries of the genome in several chapters.

As you have just learned, biotechnology has a 
long and rich history. Future chapters are dedicated to 
exploring advances in biotechnology and looking 
ahead to what the future holds. As you study biotech-
nology, you will be introduced to what may seem to 
be an overwhelming number of terms and definitions. 
Be sure to use the index and glossary at the end of the 
book to help you find and define important terms.
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FIgUre 1.2 gene Maps of Chromosomes 13 and 21 The Human Genome Project has 
led to the identification of nearly all human genes and has mapped their location on 
each chromosome. The maps of chromosomes 13 and 21 indicate genes known to be 
involved in human genetic disease conditions. Identifying these genes is an important 
first step toward developing treatments for many genetic diseases.
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fundamental processes of living organisms at the bio-
chemical, molecular, and genetic levels. When pieced 
together, basic science research from many areas, with 
the help of computer science, can lead to genetic engi-
neering approaches. At the top of the tree, applications 
of genetic engineering can be put to work to create a 
product or process to help humans or our living envi-
ronment. Many of these processes have yet to be 
developed and await the intuitive participation of peo-
ple working in biotechnology today.

A simplified example of the interdisciplinary 
nature of biotechnology can be summarized as follows. 
At the basic science level, scientists conducting 
research in microbiology at a college, university, gov-
ernment agency, or public or private company may 
discover a gene or gene product in bacteria that shows 
promise as an agent for treating a disease condition. 
Typically, biochemical, molecular, and genetic tech-
niques would be used to determine the role of this 
gene. This process also involves using computer sci-
ence in sophisticated ways to study the sequence of a 
gene and analyze the structure of the protein produced 
by the gene (part of a field called bioinformatics).

Biotechnology: A Science of  
Many Disciplines
One of the many challenges you will encounter as 
you study biotechnology will be trying to piece 
together complex information from many different 
scientific disciplines. It is impossible to talk about bio-
technology without considering the important contri-
butions of the different fields of science. Although a 
major focus of biotechnology involves molecular biol-
ogy techniques, biotechnology is not a single, narrow 
discipline of study. It is an expansive, interdisciplinary 
field that absolutely relies on biology, chemistry, 
mathematics, computer science, and engineering in 
addition to other disciplines such as philosophy and 
economics. Later in this chapter, we consider how 
biotechnology provides a wealth of employment 
opportunities for people who have been trained in 
diverse fields.

Figure 1.3, on the next page, provides a diagram-
matic view of the many disciplines that contribute to 
biotechnology. Notice that the “roots” are primarily 
formed by work in the basic sciences—research into 
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FIgUre 1.3 The Biotechnology 
Tree: Different Disciplines Contrib-
ute to Biotechnology The basic sci-
ences are the foundation or “roots” of 
all aspects of biotechnology. The cen-
tral focus or “trunk” for most biotech-
nological applications is genetic  
engineering. Branches of the tree rep-
resent different organisms, technolo-
gies, and applications that “stem” from 
genetic engineering and bioinformat-
ics, central aspects of most biotechno-
logical approaches. Regulation of  
biotechnology occurs through govern-
mental agencies like the FDA, USDA, 
EPA, and OSHA (see Chapter 12).

APPLICATIONS
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Once basic research has arrived at a detailed under-
standing of this gene, the gene may then be used in a 
variety of ways, including drug development, agricul-
tural biotechnology, and environmental and marine 
applications (Figure 1.3). The many applications of bio-
technology will become much clearer as we cover each 
area. At this point keep in mind that biotechnology is a 
science that requires skills from many disciplines.

products of Modern Biotechnology
Throughout the book, we consider many cutting-
edge and innovative products and applications of bio-
technology. We look not only at products for human 
use but also at biotechnology applications of microbi-
ology, marine biology, and plant biology, among 
other disciplines. The multitude of biotechnology 

products currently available are far too numerous to 
mention in this introductory chapter; however, many 
products reflect the current needs of humans—for 
example, pharmaceutical production, creating drugs 
for the treatment of human health conditions. In fact, 
more than 65 percent of biotechnology companies in 
the United States are involved in pharmaceutical pro-
duction. In 1982, the California biotechnology com-
pany Genentech, widely regarded as the world’s first 
biotech company, received approval for recombinant 
insulin, used for the treatment of diabetes, as the first 
biotechnology product for human benefit (Figure 
1.4). There are now several hundred drugs, vaccines, 
and diagnostics on the market with more than 300 
biotechnology medicines in development targeting 
over 200 diseases. As shown in Figure 1.5, drug 
development by the biotechnology industry is focused 
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on combating major diseases that affect humans, and 
over half of the new drugs in the development “pipe-
line” are designed to treat cancer. Table 1.1 on the next 
page provides a brief list of some of the top-selling bio-
technology drugs and the companies that developed 
them. Diagnosis and/or treatment of a variety of 
human diseases and disorders—including acquired 
immunodeficiency syndrome (AIDS), stroke, diabetes, 
and cancer—make up the bulk of biotechnology prod-
ucts on the market.

Many of the most widely used products of biotech-
nology are proteins created by gene cloning (Table 1.2, 
next page). These proteins are called recombinant 
proteins because they are produced by gene-cloning 
techniques. For example, the majority of these proteins 
are produced from human genes inserted into bacteria 
to make the recombinant proteins used to treat human 
disease conditions.

How genes are cloned and used to produce proteins 
of interest is discussed in great detail later (Chapter 3). 
As an introduction to this idea, consider the diagram 
shown in Figure 1.4. As you will soon learn, scientists 
can identify a gene of interest and put it into bacterial or 
mammalian cells that are grown by a technique called 
cell culture. In cell culture, cells are grown in dishes or 
flasks within liquid culture media designed to provide 
the nutrients necessary for cell growth. Large culture 

Figure 1.4 using genetically Modified Cultured Cells to Make a Protein of interest Genes 
of interest can be introduced into bacterial or mammalian cells. Such cells can be grown using 
cell culture techniques. Recombinant proteins isolated from these cells are used in hundreds of 
different biotechnology applications. In this example, mammalian cells are shown, but this 
process is also commonly carried out using bacteria.

Gene of
interest

Introduce into
bacterial or
mammalian
cells

Cells grown on
culture plates

a)

b)

Cells cultured in fermenter 
produce protein of interest

Grow cells that 
have gene of 
interest in 
fermenter

Recombinant
protein of interest
can be isolated
from cultured cells
using biochemical
techniques

4914501006

containers, called fermenters or bioreactors, are used 
to mass produce cells containing the DNA of interest. 
Scientists can harvest the protein produced by the gene 
of interest from these cells and use it in applications 
such as those described in Table 1.2.

Figure 1.5 investigational Biotechnology Drugs by Disease 
Category The production of drugs to combat cancer dominates 
the biotechnology industry’s interest in treating human disease, 
with AIDS-related research and treatment of infectious diseases 
such as flu also near the top of this list.
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If Figure 1.5 and Tables 1.1 and 1.2 have not pro-
vided you with convincing examples of the impor-
tance of biotechnology for human health, consider 
that, in the near future, genes may be routinely 
introduced into human cells as gene therapy 
approaches are employed to treat and cure human 
disease conditions. Genetics and tissue engineering 

may lead to the ability to grow organs for transplan-
tation that would only rarely be rejected by their 
recipients. New biotechnology products from marine 
organisms are being used to treat cancers, strokes, 
and arthritis. Specialized proteins, needed in quan-
tity, will continue to come from additional gene 
transfer to animals (like ATryn from transgenic goats; 
see Chapter 7). Modern advances in medicine, driven 
by new knowledge from the Human Genome Project, 
will result in healthier lives and potentially increase 
the human life span.

ethics and Biotechnology
Just as in any other type of technology, the powerful 
applications and potential promise of biotechnology 
applications raises many ethical concerns, and it should 
be no surprise to you that not everyone is a fan of bio-
technology. A wide range of ethical, legal, and social 
implications of biotechnology are a cause of great 
debate and discussion among scientists, the general 
public, clergy, politicians, lawyers, and many others 
around the world (Figure 1.6). Throughout our dis-
cussion, we present ethical, legal, and social issues for 
you to consider. Increasingly, you will be faced with 
ethical issues of biotechnology that may influence 
you directly.

For instance, now that organism cloning has 
been accomplished in mammals such as sheep, cows, 
and monkeys, some have suggested that human 
cloning be permitted. How do you feel about this? If, 
in the future, you and your spouse were unable to 
have children by any other means, would you want 
the opportunity to create a baby by cloning a replica 
of yourself? As another example, the introduction of 
synthetic genomes into organisms and the produc-
tion of synthetic proteins will undoubtedly add addi-
tional controversy to the risks and benefits of these 
techniques and place a greater emphasis on a knowl-
edgeable public that is expected to decide these 
issues (see Chapter 5 for a discussion of synthetic 
organisms).

If you choose to work in biotechnology, you will 
need to develop teamworking skills that allow for dif-
ferences in opinion on many ethical issues, necessitat-
ing an understanding of the basis for the arguments 
supported by some of your colleagues. Look for the 
“You Decide” boxes in each chapter, where we present 
scenarios or ethical dilemmas for you to consider. Real-
ize that there are pros and cons and controversial issues 
associated with almost every application in biotechnol-
ogy. Our goal is not to tell you what to think but to 
empower you with knowledge you can use to make 
your own decisions.

product Application

Blood factor VIII 
(clotting factor)

Treat hemophilia

Epidermal growth factor Stimulate antibody production  
in patients with immune system  
disorders

Growth hormone Correct pituitary deficiencies and 
short stature in humans; other 
forms are used in cows to increase 
milk production

Insulin Treat diabetes

Interferons Treat cancer and viral infections

Interleukins Treat cancer and stimulate anti-
body production

Monoclonal antibodies Diagnose and treat a variety of dis-
eases including arthritis and cancer

Tissue plasminogen 
activator

Treat heart attacks and stroke

TABle 1.2  exAMpleS oF proTeInS MAnUFACTUreD 
FroM CloneD geneS

TABle 1.1  Top 10 BIoTeChnologY DrUgS (WITh 
SAleS over $1 BIllIon)

Drug Developer

Function (Treatment  
of human Disease  
Conditions)

Enbrel Amgen & Wyeth Rheumatoid arthritis

Remicade Johnson & Johnson Rheumatoid arthritis

Rituxan Roche Non-Hodgkin’s lymphoma

Avastin Roche Colon cancer

Herceptin Roche Breast cancer

Humira Abbott Labs Rheumatoid arthritis

Levenox sanofi-aventis Blood clots

Lantus sanofi-aventis Diabetes

Aranesp Amgen Anemia
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1.2 Types of Biotechnology

Now that you have learned about the many areas of sci-
ence that contribute to biotechnology, you should rec-
ognize that there are many different types of biotechnol-
ogy. Consider this section an introduction to what you 
will learn in greater detail in the chapters that follow.

Microbial Biotechnology
In Chapter 5, we explore the many ways in which 
microbial biotechnology affects society. As we dis-
cussed previously, the use of yeast for making beer 
and wine is one of the oldest applications of biotech-
nology. By manipulating microorganisms such as bac-
teria and yeast, microbial biotechnology has created 
better enzymes and organisms for making many foods, 
simplifying manufacturing and production processes, 
and making decontamination processes for the 
removal of industrial waste products more efficient. 
Microbes are used to make vaccines and to clone and 
produce batch amounts of important proteins used in 
human medicine, including insulin and growth hor-
mone. We will also explore strategies used to detect 
microbes for diagnostic purposes in humans, food 
samples, and other sources and approaches to detect 
and combat microbes as possible bioweapons.

Agricultural Biotechnology

Chapter 6 is dedicated to plant biotechnology and 
agricultural applications of biotechnology. In “ag bio-
tech,” we examine a range of topics from genetically 
engineered, pest-resistant plants that do not need to 

be sprayed with pesticides to foods with higher pro-
tein or vitamin content and drugs developed and 
grown as plant products. Agricultural biotechnology is 
already a big business that is rapidly expanding. The 
United Nations Food and Agriculture Organization has 
predicted that feeding a world population of 9.1 billion 
people in 2050 will require raising overall food pro-
duction by some 70 percent (nearly 100 percent in 
the developing countries). Agricultural biotechnology 
provides solutions for today’s farmers in the form of 
plants that are more environmentally friendly while 
yielding more per acre, resisting diseases and insect 
pests, and reducing farmers’ production costs.

Genetic manipulation of plants has been used for 
over 20 years to produce genetically engineered plants 
with altered growth characteristics such as drought 
resistance, tolerance to cold temperature, and greater 
food yields. Research conducted during the past 10 years 
clearly demonstrates that plants can be engineered to 
produce a wide range of pharmaceutical proteins in a 
broad array of crop species and tissues. The use of 
plants as sources of pharmaceutical products is an 
application of agricultural biotechnology commonly 
called molecular pharming. For example, tobacco is 
a nonfood crop that has been the subject of many years 
of breeding and agronomic research. Tobacco plants 
have been engineered to produce recombinant proteins 
in their leaves, and these plants can be grown in large 
fields for molecular pharming But gene transfer to 
nontarget plants has already occurred and some variet-
ies of “super weeds” have been documented, resulting 
in changes in the use of some bioengineered plants. 
The bioethics of these solutions has already created 
strong opinions on both sides about the continued 
development and use of GM plants.

The Presidential Advanced Energy Initiative of 2007 
to allow biofuels to ease the “addiction” of the United 
States to foreign oil has been interpreted by advocates 
as meaning that 25 percent of U.S. energy would have 
to come from arable land by 2025. This goal will require 
significant advances in biotechnology to provide bioeth-
anol sources other than the corn kernel, since this is not 
an efficient energy source. Agricultural waste, prairie 
grass, and other high-cellulose sources (including corn 
by-products) will have to become efficient sources of 
energy through new decomposition and fermentation 
methods developed by biotechnology. These challenges 
are well under way.

Animal Biotechnology
In Chapter 7, we examine many areas of animal bio-
technology, one of the most rapidly changing and 
exciting areas of biotechnology. Animals can be used as 
“bioreactors” to produce important products. For 

FIgUre 1.6 Biotechnology Is a Controversial Science That 
presents Many ethical Dilemmas
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example goats, cattle, sheep, and chickens are being 
used as sources of medically valuable proteins such as 
antibodies—protective proteins that recognize and 
help body cells to destroy foreign materials. Antibody 
treatments are being used to help improve immunity in 
patients with immune system disorders. Many other 
human therapeutic proteins produced from animals 
are in use, yet most of these proteins are needed in 
quantities that exceed hundreds of kilograms. To 
achieve this large-scale production, scientists can create 
female transgenic animals that express therapeutic 
proteins in their milk. Transgenic animals contain 
genes from another source. For instance, human genes 
for clotting proteins can be introduced into goats for 
the production of these proteins in their milk.

Animals are also very important in basic research 
as model organisms. For instance, gene “knockout” 

experiments, in which one or more genes are dis-
rupted, can be helpful for learning about the function 
of a gene. The idea behind a knockout is to disrupt a 
gene and then, by looking at what functions are 
affected in an animal as a result of the loss of a partic-
ular gene, determine the role and importance of that 
gene. Because many of the genes found in animals 
(including mice and rats) are also present in humans, 
learning about gene function in animals can lead to a 
greater understanding of gene function in humans. 
Similarly, the design and testing of drug and genetic 
therapies in animals often leads to novel treatment 
strategies in humans.

In 1997, scientists and the general public expressed 
surprise, excitement, and reservations about the announce-
ment that scientists at the Roslin Institute in Scot-
land had cloned the now-famous sheep called Dolly 

■ What do you think about the use of GM foods?
■  Would you be likely to buy GM foods if they were 

engineered to require fewer pesticide applications 
than “natural” foods?

■ What if GM foods stayed fresher longer?
■  What if they were more nutritious and less expen-

sive?
■  How much risk should consumers be willing to take 

to reap the benefits of GM foods?

Consider making a list of the questions you would want 
answered before you took your first bite of a GM food 
product. GM foods—to eat or not to eat; you decide.

YoU DeCIDe

genetically Modified Foods: To eat or not to eat?
Many experts believe that geneti-

cally modified foods are safe and that they will provide 
significant benefits in the future. But public opinion 
on the use and safety of GM foods is mixed. About one 
third of Americans polled believe that using scientific 
methods—such as recombinant DNA technology—to 
enhance the flavor, color, nutrition, or freshness of foods 
is wrong. Other polls indicate that opposition to the 
use of GM foods may be as high as 50 percent. Skeptics 
frequently comment that “GM foods are against nature,” 
and some people worry about potential health effects 
such as food allergies.

But it appears that Americans expect possible benefits 
in the future. In the United States, 45 percent of respon-
dents in a 2010 poll indicated that they would accept GM 
foods; but the percentages of those who would accept 
them are much lower in Japan and Europe, where the  
controversy is greater. If given a choice, many people 
have indicated that they would look for another product 
rather than choose food labeled as genetically modified. 
This attitude raises another controversy that we will con-
sider later in the book, which is whether GM foods should 
be labeled as such.

Current U.S. regulations require labeling only if GM 
foods pose a health risk or if the product’s nutritional 
value has changed. A 2004 report by the National 
Academies, for example, found that “biotech crops do 
not pose any more health risks than do crops created 
by other techniques, and that food safety evaluations 
should be based on the resulting food product, not the 
technique used to create it.”
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(Figure 1.7). Dolly was the first mammal created by a 
cell nucleus transfer process (see Chapter 7). Many 
other animals have been cloned since Dolly. In 2009, 
the FDA approved the first drug (an anticlotting pro-
tein) produced in animals. Although animal cloning 
has elicited fears and concern about the potential for 
human cloning, scientists, for a number of reasons, 
are generally excited about the techniques used to 
clone animals. For instance, these techniques may 
lead to the cloning of animals containing genetically 
engineered organs that can be transplanted into 
humans without fear of tissue rejection. Does a ready 
supply of donor organs of all types for all people who 
need organ transplants sound like a good plan to you? 
If so, not everyone agrees. Animal cloning and the 
controversies surrounding organism cloning are 
important subjects (discussed in Chapter 7).

Forensic Biotechnology
In Chapter 8, we discuss forensic biotechnology. DNA 
fingerprinting— a collection of methods for detecting 
an organism’s unique DNA pattern—is a primary tool 
used in forensic biotechnology (Figure 1.8). Forensic 
biotechnology is a powerful tool for law enforcement 
that can lead to the inclusion or exclusion of a person 
from suspicion, based on DNA evidence. DNA finger-
printing can be accomplished using trace amounts of 
tissue, hair, blood, or body fluids left behind at a crime 
scene. It was first used in 1987 to convict a rapist in 
England but is now routinely introduced as evidence in 

court cases throughout the world to convict criminals as 
well as to free those wrongly accused of a crime.

DNA fingerprinting has many other applications, 
including use in paternity cases for pinpointing a 
child’s father and identifying human remains. Another 
application is the DNA fingerprinting of endangered 
species. This has already reduced poaching and led to 
convictions of criminals by analyzing the DNA finger-
prints of their “catches.” Scientists also use DNA 
fingerprinting to track and confirm organisms that 
spread disease, such as Escherichia coli in contaminated 
meat, and to track diseases such as AIDS, meningitis, 
tuberculosis, Lyme disease, and the West Nile virus. 
Recently a French company even developed a gene 
expression test designed to determine if expensive 
food products contain cheap, substitute, mystery meats 
from species such as cats and eels. The need to develop 

FIgUre 1.7 Dolly, the First Mammal produced by nuclear 
Transfer Cloning Dolly poses with her surrogate mother. Dolly 
was created by cloning technologies that may result in promis-
ing new techniques for improving livestock and cloning com-
mercially valuable animals such as those containing organs for 
human transplantation. Unfortunately, Dolly developed early 
complications and was euthanized in February 2003.

FIgUre 1.8 DnA Fingerprinting for a Murder Case This 
photo shows the results of DNA fingerprinting techniques (which 
you will learn about in Chapter 8) comparing the DNA from blood 
stains on a defendant’s clothes to the DNA fingerprints of a vic-
tim’s blood. DNA fingerprinting cannot always be used to deter-
mine definitely that an accused person has committed a crime. 
In this case, DNA fingerprinting provided evidence that the 
defendant could be linked to the crime scene, although it does 
not mean that the defendant was guilty of the murder.
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Chapter 1 The Biotechnology Century and Its Workforce12

tests for valuable species that can be used to fingerprint 
DNA has created a larger demand for small biotechnol-
ogy companies that can develop these testing methods.

Bioremediation
In Chapter 9, we discuss bioremediation, the use of 
biotechnology to process and degrade a variety of natu-
ral and human-made substances, particularly those 
that contribute to environmental pollution. Bioreme-
diation is being used to clean up many environmental 
hazards that have been caused by industrial progress. 
One of the most publicized examples of bioremediation 
in action occurred in 1989 following the Exxon Valdez 
oil spill in Prince William Sound, Alaska (Figure 1.9). 
By stimulating the growth of oil-degrading bacteria, 
which were already present in the Alaskan soil, many 
miles of shoreline were cleaned up nearly three times 
faster than they would have been had chemical clean-
ing agents alone been used. As you will learn, the rapid 
degradation by microbes of the dispersed oil droplets 
from the Deep Water Horizon spill in 2010 has already 
enabled research into natural oil-degrading organisms 
and the enzymes that may be used in a future spill.

Aquatic Biotechnology
In Chapter 10, we explore the vast biotechnology pos-
sibilities offered by water—the medium that covers the 
majority of our planet. One of the oldest applications 
of aquatic biotechnology is aquaculture, raising fin-
fish or shellfish in controlled conditions for use as food 
sources. Trout, salmon, and catfish are among many 
important aquaculture species in the United States. 

Aquaculture is growing in popularity throughout the 
world, especially in developing countries. It has 
recently been estimated that close to 50 percent of all 
fish consumed by humans worldwide are now pro-
duced by aquaculture.

In recent years, a wide range of fascinating new 
developments in aquatic biotechnology have emerged. 
These include the use of genetic engineering to pro-
duce disease-resistant strains of oysters and vaccines 
against viruses that infect salmon and other finfish. 
Transgenic salmon have been created that overpro-
duce growth hormone, leading to extraordinary 
growth rates over short growing periods and thus 
decreasing the time and expense required to grow 
salmon for market sale (Figure 1.10).

The uniqueness of many aquatic organisms is 
another attraction for biotechnologists. In our 
oceans, marine bacteria, algae, shellfish, finfish, and 
countless other organisms live under some of the 
harshest conditions in the world. Extreme cold, pres-
sure from living at great depths, high salinity, and 
other environmental constraints are hardly a barrier 
because aquatic organisms have adapted to their dif-
ficult environments. As a result, such organisms are 
thought to be rich and valuable sources of new 
genes, proteins, and metabolic processes that may 
have important human applications and benefits. 
Bioprospecting efforts are ongoing around the 
world to identify aquatic organisms with novel prop-
erties that may be exploited for commercial purposes. 
For instance, certain species of marine plankton and 
snails have been found to be rich sources of antitu-

FIgUre 1.9 Bioremediation in Action Strains of the bacte-
rium Pseudomonas were used to help clean Alaskan beaches fol-
lowing the Exxon Valdez oil spill. Scientists on this Alaskan 
beach are applying nutrients that will stimulate the growth of 
Pseudomonas to help speed up the bioremediation process.

FIgUre 1.10 Aquatic Biotechnology Is an emerging Science 
From using aquaculture to raise shellfish and finfish for human 
consumption to isolating biologically valuable molecules from 
marine organisms for medical applications, aquatic biotechnol-
ogy has the potential for an incredible range of applications. 
Shown here is a genetically engineered salmon (top) bred to 
grow to adult size for market sale in half the time of a normal 
salmon (bottom).
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mor and anticancer molecules. Intensive research 
efforts are under way to better understand the 
wealth of potential biotechnology applications that 
our aquatic environments may harbor.

Medical Biotechnology
In Section 1.1, we introduced the concept that many 
recombinant proteins are being manufactured for 
human medical applications; however, this is just one 
example of medical biotechnology. Chapter 11 cov-
ers a range of different applications of medical biotech-
nology. From preventative medicine to the diagnosis 
of health and illness to the treatment of human dis-
ease conditions, medical biotechnology has resulted in 
an amazing array of applications designed to improve 
human health. Over 325 million people worldwide 
have been helped by drugs and vaccines developed 
through biotechnology. Although many powerful 
applications have already been designed and are cur-
rently being applied, the biotechnology century will 
see some of the greatest advances in medical biotech-
nology in history.

It seems as though hardly a week goes by without 
news of a genetic breakthrough such as the discovery 
of a human gene involved in a disease process. Televi-
sion, newspapers, and popular magazines all report 

important discoveries of new genes and other head-
lines involving DNA (Figure 1.11). Every day, new 
information from the Human Genome Project is help-
ing scientists identify defective genes and decipher the 
details of genetic diseases such as sickle cell anemia, 
Tay-Sachs disease, cystic fibrosis, and cancer as well as 
and forms of infertility, to give just a few examples. 
The Human Genome Project has resulted in new tech-
niques for genetic testing to identify defective genes 
and genetic disorders, and we explore many of these 
techniques in this book. The 1000 Genomes Project 
has already identified over 20,000 genetic variations 
between 629 humans whose DNA was sequenced for 
genes that they shared. These variations are been 
extensively researched as possibly beneficial in pro-
tecting us from disease.

Gene therapy approaches, in which genetic dis-
ease conditions can be treated by inserting normal 
genes into a patient or replacing diseased genes with 
normal genes, are being pioneered. In the near future, 
these technologies are expected to become increas-
ingly more common. Stem cell technologies are some 
of the newest, most promising aspects of medical bio-
technology, but they are also among the most contro-
versial topics in all of science. Stem cells are immature 
cells that have the potential to develop and specialize 
into nerve cells, blood cells, muscle cells, and virtually 

FIgUre 1.11 genes Are headline news Items Television, newspaper, and magazine 
headlines frequently report the discovery of genes involved in human disease conditions 
and many other new developments involving DNA.
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Researchers have isolated 
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embryo that separate 
boys from girls.

Scientists find gene 
that causes skin cancer
Scientists find gene 
that causes skin cancer
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to test for fetal genetic defects 

Genetic studies of fruit flies uncover
mutated gene that causes common 
basal cell carcinoma.
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any other type of cell in the body. Stem cells can be 
grown in a laboratory and, when treated with different 
types of chemicals, can be coaxed to develop into dif-
ferent types of human tissue that might be used in 
transplantation to replace damaged tissue. There are 
many exciting potential applications for stem cells, but, 
as we discuss in the next section and in Chapters 11 
and 13, many complex scientific, ethical, and legal 
issues surround their use.

Biotechnology regulations
An essential aspect of the biotechnology business 
involves the regulatory processes that govern the 
industry. In much the same way as pharmaceutical 
companies must evaluate their drugs based on specific 
guidelines designed to maximize the safety and effec-
tiveness of a product, most biotechnology products 
must also be carefully examined before they are avail-
able for use. Although the FDA sets the standards for 
biotechnology products, many times the U.S. Depart-
ment of Agriculture and the Environmental Protection 
Agency are involved. In fact, it has been said that bio-
technology is one of the most heavily regulated indus-
tries. Two important aspects of the regulatory process 
include quality assurance (QA) and quality con-
trol (QC). QA measures include all activities involved 
in regulating the final quality of a product, whereas 
QC procedures are the part of the QA process, involv-
ing lab testing and monitoring of processes and appli-
cations to ensure consistent product standards. From 
QA and QC procedures designed to ensure that bio-
technology products meet strict standards for purity 
and performance to issues associated with granting 
patents, and abiding by the regulatory processes 
required for clinical trials of biotechnology products in 
human patients, we consider these and other impor-
tant biotechnology regulatory issues in Chapter 12.

The Biotechnology “Big picture”
Although we have described different types of biotech-
nology as distinct disciplines, do not think about 
biotechnology as a field with separate and unrelated 
disciplines. It is important to remember that almost all 
areas of biotechnology are closely interrelated. For 
example, applications of bioremediation are heavily 
based on using microbes (microbial biotechnology) to 
clean up environmental conditions. Even medical bio-
technology relies on the use of microbes to produce 
recombinant proteins, and all branches of biotechnol-
ogy are regulated. A true appreciation of biotechnol-
ogy involves understanding the biotechnology “big 
picture”—how biotechnology involves many different 
areas of science and how different types of biotechnol-

ogy depend on each other. This interdependence of 
many areas of science will be put to the test in solving 
important problems in the twenty-first century.

1.3  Biological Challenges of the 
Twenty-First Century

Numerous problems and challenges have the potential 
to be solved by biotechnology. For many of the great-
est challenges—such as curing life-threatening human 
diseases—the barriers to overcoming these challenges 
are not insurmountable. Answers lie in our ability to 
better understand biological processes and to design 
and adapt biotechnological solutions. Rather than 
speculating about all of the ways that biotechnology 
may affect society in this century (an impossible task!), 
in this section we entice you with a few ideas on how 
medical biotechnology in particular will change our 
lives in the years ahead. In future chapters, we explore 
these and other ideas in much more detail.

What Will the new Biotechnology 
Century look like?
History will show that 2001 was a landmark in the 
biotechnology time line. In February 2001, some of 
the world’s best-known molecular biologists gathered 
at a press conference to announce the publication of 
the rough draft of the human genome, a major accom-
plishment of the Human Genome Project. The DNA 
sequence—read as the letters A, G, C, and T—of 
human chromosomes was almost complete. One great 
surprise from this gathering was the announcement 
that the human genome consists of far fewer than the 
100,000 genes that had been expected. As you will 
learn in other chapters, the Human Genome Project 
was completed in 2003 and has led to exciting new 
advances in biotechnology.

Identifying the chromosomal location and sequenc-
ing of all genes in the human genome has greatly 
increased our understanding of the complexity of 
human genetics. Basic research on the molecular biol-
ogy and functions of human genes and controlling 
factors that regulate genes is providing immeasurable 
insight into how genes direct the activities of living cells, 
how normal genes function, and how defective genes 
are the molecular basis of many human disease condi-
tions. An understanding of human genes will also allow 
us to study the genes of other organisms; in finding bio-
chemical methods that they have used to fight disease, 
we may discover applications to human diseases.

An advanced understanding of human genetic dis-
ease conditions will also transform medicine as it is 
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currently practiced. A new era of medicine is on the 
horizon. But is the Human Genome Project a quick 
and simple way to find defective genes so that we can 
quickly and simply cure human disease? If you think 
so, then you are overlooking the complexity of biol-
ogy. The human genome is not the “biological crystal 
ball” that will immediately solve all of our medical 
problems. Identifying all human genes is just the tip of 
the iceberg for understanding how genes determine 
our health and susceptibility to disease. Scientists con-
tinue to work on unlocking the secrets of how all 
human genes function and how genes and proteins 
cause disease. A better understanding of human dis-
ease will require that we understand the structures 
and functions of the proteins that genes encode, the 
proteome, the collection of proteins responsible for 
human cells. But neither the genome nor the pro-
teome is a software program that predetermines our 
health and our lives. Unlocking the mysteries of the 
human genome and human proteome alone makes 
the twenty-first century a most exciting time in which 
to be part of the scientific discovery process.

A Scenario in the Future: how Might We 
Benefit from the human genome project?
Imagine the following scene in the year 2020 or so. A 
man seeks advice at a local pharmacy. He recently 
switched from one major drug to another, and the 
current drug is not working any better than the first 
for his arthritis. He tells his pharmacist, “This drug is so 
expensive and doesn’t work any better for me than 
the last one, but I don’t want to waste it or throw it 
out.” “Well, sometimes the drugs don’t work for 
everyone,” says the pharmacist. This exchange repre-
sents one difficulty inherent in current health care 
strategies. Some drugs work for only some patients. 
How will the biotechnology century help this patient? 
The Human Genome Project might change medicine 
as we now know it and help patients such as this.

Many people currently experience the same prob-
lem that the man at the pharmacy encountered. The 
standard over-the-counter or routinely prescribed 
treatments available for arthritis and a host of other 
medical problems rarely work in the same way for 
everyone. Genome information has and will continue 
to result in the rapid, sensitive, and early detection and 
diagnosis of genetic disease conditions in humans of all 
ages, from unborn children to the elderly. In the case 
of arthritis, we know that there are different forms of 
this disease which have similar symptoms. Recent 
genetic studies have revealed that these different forms 
of arthritis are caused by different genes. Increased 
knowledge about genetic disease conditions such as 
arthritis will lead to preventive medicine approaches 

designed to foster healthier lifestyles and to new, safer, 
and more effective treatment strategies to cure disease.

Let us consider how identifying the genes causing 
arthritis in our imaginary patient might help him. 
From its inception, the Human Genome Project yielded 
immediate dividends in our ability to identify and 
diagnose disease conditions. The identification of dis-
ease genes has enabled scientists and physicians to 
screen for a wide range of genetic diseases. This screen-
ing ability will continue to grow in the future. One 
area expected to be a great aid in the diagnosis of 
genetic disease conditions will comprise applications 
involving single nucleotide polymorphisms (SNPs; 
pronounced “snips”). SNPs are single nucleotide changes 
or mutations in DNA sequences that vary from indi-
vidual to individual (Figure 1.12). These subtle changes 
represent one of the most common examples of genetic 
variation in humans.

SNPs are the cause of some genetic diseases, such 
as sickle cell anemia. Most scientists believe that SNPs 
will help them identify some of the genes involved in 
medical conditions such as arthritis, stroke, cancer, 
heart disease, diabetes, and behavioral and emotional 
illnesses as well as a host of other disorders. On aver-
age, each person is found to carry approximately 250 
to 300 loss-of-function variants in studied genes and 
50 to 100 variants in genes causing inherited disor-
ders. The significance of this can be seen in the drugs 
that have been developed for human breast cancer. 
The two well-known breast cancer genes, BRCA1 and 

FIgUre 1.12 Single nucleotide polymorphisms A small piece 
of a gene sequence for three different individuals is represented. 
For simplicity, only one strand of a DNA molecule is shown. Notice 
how person 2 has a SNP in this gene, which has no effect on pro-
tein structure and function. Person 3, however, has a different 
SNP in the same gene. This subtle genetic change may affect how 
this person responds to a medical drug, or it may influence the 
likelihood that person 3 will develop a genetic disease.
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Chapter 1 The Biotechnology Century and Its Workforce16

BRCA2, have about 1,700 variants worldwide. Before 
these genes were known, all breast cancer was treated 
with the same cell-toxic chemotherapy drugs. Now 
Herceptin, Rituxan, Gleevec, and Tarceva are avail-
able drug treatments linked to the testing for these 
two genes.

Testing one’s DNA for different SNPs is one way 
to identify the disease genes that a person may be car-
rying. One way to do this is to isolate DNA from a 
small amount of a patient’s blood and then apply this 
sample to a DNA microarray, also called a gene 
chip. Microarrays contain thousands of DNA 
sequences (Chapter 3). Using sophisticated computer 
analysis, scientists can compare patterns of DNA bind-
ing between a patient’s DNA and the DNA on the 
microarray to reveal a patient’s SNP patterns. For 
instance, researchers can use microarrays to screen a 
patient’s DNA for a pattern of genes that might be 
expressed in a disease condition such as arthritis.

DNA chips are also being explored for their poten-
tial as DNA-based computers. Scientists postulate that 
DNA molecules on chips can function as logic gates, 
much as silicon-based chips are used to power tradi-
tional computers. DNA in a computer? Stay tuned. 

The discovery of SNPs is partially responsible for 
the emergence of a field called pharmacogenomics, 
a field still in its infancy. Pharmacogenomics is cus-
tomized medicine. It involves tailor-designing drug 
therapy and treatment strategies based on the genetic 
profile of a patient—that is, using his or her genetic 
information to determine the most effective and spe-
cific treatment approach (refer to Figure 11.7). Can 
pharmacogenomics solve some of our medical prob-
lems? Right now, doctors and physicians can only 
make guesses. Someday, however, with the right tools 
and human gene information, this will change.

Pharmacogenomics might help our arthritis 
patient in the pharmacy in 2020. We know that 
arthritis is a disease that shows familial inheritance for 
some individuals and, as mentioned earlier, a number 
of different genes are involved in different forms of 
arthritis. In many other cases of arthritis, a clear mode 
of inheritance is not seen. Perhaps there may be addi-
tional genes or nongenetic factors at work in these 
cases. A simple blood test from our patient could be 
used to prepare DNA for SNP and microarray analysis. 
SNP and microarray data could be used to determine 
which genes are involved in the form of arthritis that 
this man has. Armed with this genetic information, a 
physician could design a drug-treatment strategy—
based on the genes involved—that would be specific 
and most effective against this man’s type of arthritis. A 
second man with a different genetic profile for his 
particular type of arthritis might undergo a different 
treatment than the first. This is the power of pharma-

cogenomics in action. It is predicted that eventually 
everyone will have a whole-genome scan to provide 
information for useful and specific treatment. Of 
course, such screenings for genes that are related to 
medical conditions must be done in an ethical fash-
ion, with proper security and integration into the 
health care delivery system.

The same principles of pharmacogenomics will 
also be applied to a host of other human diseases, such 
as cancer. As you probably already know, many drugs 
currently used to treat different types of cancer 
through chemotherapy may be effective against can-
cerous cells but may also affect normal cells. Hair loss, 
dry skin, changes in blood cell counts, and nausea are 
all conditions related to the effects of chemotherapy 
on normal cells. But what if drugs that are effective 
against cancer cells could be designed so that they had 
no effect on normal cells in other tissues? This may 
become possible as the genetic basis of cancer is better 
understood and drugs can be designed based on the 
genetics of different types of cancer. In addition, SNP 
and microarray information could also be used to fig-
ure out a person’s risk of developing a particular type 
of cancer long before he or she would otherwise begin 
to show signs of the disease, especially when there was 
a family history. Such information might be used to 
help that person develop changes in lifestyle, such as 
diet and exercise habits, that might be important for 
preventing disease.

Another example of the benefits of studying dif-
ferences in human genotypes has been in the area of 
metabolomics, a biochemical snapshot of the small 
molecules—such as glucose, cholesterol, ATP, and 
signaling molecules that result from a cellular 
change—produced during cellular metabolism. This 
snapshot directly reflects physiologic status and can 
be used to monitor drug effects on disease states. The 
exact number of human metabolites is unknown, 
but estimates of between 2,000 and 10,000 have 
been published. The use of this tool can distinguish 
between disease process and physiologic adaptation, 
and it can save time and money when it is incorpo-
rated into early-stage drug discovery. For example, a 
major drug company recently funded a study in 
which groups of mice were fed a diet designed to 
increase cholesterol. Then, their lipids in plasma, 
adipose tissue, and liver were characterized at inter-
vals over a number of weeks. Over 500 “unusual” 
lipids were identified as the response. One group of 
mice was susceptible to atherosclerosis, thus provid-
ing a good measure of differential response due to 
this disease physiology.

In Chapter 11 we also discuss examples of nano-
technology, or applications that incorporate extremely 
small devices (a “nano” scale). Nanotechnology is an 
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171.3 Biological Challenges of the Twenty-First Century

entirely new field that is rapidly emerging as a major 
research area. One promising application of nanotech-
nology has been the development of small particles 
that can be used to deliver drugs to cells (Figure 1.13).

In addition to advances in drug treatment, gene 
therapy represents one of the ultimate strategies for 
combating genetic disease. Gene therapy technolo-
gies involve replacing or augmenting defective genes 
with normal copies of them. Think about the poten-
tial power of this approach. Scientists are working on 
a variety of ways to deliver healthy genes into 
humans, such as using viruses to carry healthy genes 
into human cells. Promising techniques have been 
developed for treating some blood disorders and dis-
eases of the nervous system, such as Parkinson’s 
disease (Figure 1.13). However, many barriers must 
be overcome before gene therapy becomes a safe, 
practical, effective, and well-established approach to 
treating disease.

Obstacles currently prevent gene therapy from 
being widely used in humans. For example, how can 
normal genes be delivered to virtually all cells in the 
body? What are the long-term effects of introducing 
extra genes into humans? What must be done to be 
sure that the normal protein is properly made after the 
extra genes are delivered into the body? Gene therapy 
applications have come under increased scrutiny fol-
lowing complications, including the tragic deaths of 
several patients (see Chapter 11). Another exciting 
new technology with the potential for modifying a 
genetic defect by silencing a gene is being aggressively 
pursued using small interfering RNA (siRNA; see 
Chapter 3).

Stem cell technologies are expected to provide 
powerful tools for treating and curing disease. Stem 
cells are immature cells that can grow and divide to 
produce different types of cells, such as skin, kidney, 
and blood cells. Most stem cells are obtained from 
embryos (embryonic stem cells, or ESCs), and 
because this process involves the death of the embryo 
they are controversial. Scientists have successfully iso-
lated stem cells from adult tissues (adult-derived 
stem cells, or ASCs) that are being compared with 
their embryonic counterparts for their potential for 
regenerating nervous tissue and other tissues lost to 
disease or damage. You will also learn about induced-
pluripotent stem cells (iPSCs), which may eventu-
ally be a great source of stem cells that can be acquired 
without destroying an embryo.

Stem cells can be coaxed to form almost any tissue 
of interest depending on how they are treated. Imag-
ine growing skin cells, blood cells, and even whole 
organs in the lab and using these to replace damaged 
tissue or failing organs such as the liver, pancreas, and 
retina (Figure 1.14). Regenerative medicine is the 
phrase used to describe this approach. In the future, 
scientists may be able to collect stem cells from patients 
with genetic disorders, genetically manipulate these 
cells by gene therapy, and reinsert them into the 
patient from whom they were collected to help treat 

FIgUre 1.13 nanobiotechnology in Action Nanoparticles 
containing chemotherapy agents can be specifically directed to 
target cancer cells by a coat of tumor-specific proteins bound 
to the target cells. In this way, chemotherapy agents that 
cannot pass through the cell membrane can be released inside 
these target cancer cells.
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FIgUre 1.14 embryonic Stem Cells Can give rise to Many 
Types of Differentiated Cells Embryonic stem cells (ESCs)are 
derived from embryos or early-stage fetuses; they are immature 
cells that can be stimulated to differentiate into a variety of 
cell types. 
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genetic disease conditions. Some of this work is already 
possible, and these technologies will be optimized in 
the near future.

We hope that the examples in this section dem-
onstrated how the future is indeed bright for marvel-
ous advances in medical biotechnology. Pharmacoge-
nomics, gene therapy, and stem cell technologies are 
not the answers to all our genetic problems, but with 
continued rapid advances in genetic technology, 
many seemingly impossible problems may not be so 
insurmountable in the future. Here we have pre-
sented basic examples of medical applications in the 
biotechnology century, but in future chapters you will 
learn about exciting applications from other areas of 
biotechnology that will potentially change our lives 
for the better. We conclude our introduction to the 
world of biotechnology by discussing career opportu-
nities in the industry.

1.4 The Biotechnology Workforce

How will the world prepare for the biotechnology cen-
tury? Recent advances have created a range of new 
opportunities for biotechnology companies and indi-
viduals seeking employment in the biotechnology 
industry (Figure 1.15).

Ultimately, biotechnology companies are looking 
for people who are comfortable analyzing complex 
data and sharing their expertise with others in team-

FIgUre 1.15 The Biotechnology Industry provides exciting 
opportunities for Many Types of Scientists From biologists 
and chemists to engineers, information technologists, and 
salespeople, the biotechnology industry offers a great range of 
high-tech employment opportunities. Shown here is a senior 
undergraduate student working on a biotechnology research 
project. Gaining research experience as an undergraduate is an 
excellent way to prepare for a career in biotechnology.

oriented, problem-solving working environments. 
The biotechnology workforce depends on important 
contributions from talented people in many different 
disciplines of science.

The Business of Biotechnology
In 1976, Genentech Inc., a small company near San 
Francisco, California, was founded. Genentech is gen-
erally recognized as the first biotechnology company, 
and its success ushered in the birth of this exciting 
industry with the release of human insulin—offering 
the first opportunity for diabetics to receive this 
human protein. Today, biotechnology is a global 
industry with hundreds of products on the market 
generating more than $63 billion in worldwide reve-
nues, including $40 billion in sales of biological drugs 
(such as enzymes, antibodies, growth factors, vac-
cines, and hormones) in the United States. Many bio-
technology companies are working on cures for can-
cer, in part because in the United States alone, nearly 
40 percent of Americans will receive a diagnosis of 
cancer in their lifetimes. Cancer is the second leading 
cause of death in the United States, behind heart dis-
ease. Over 350 biotechnology products are currently 
in development targeting cancers, diabetes, heart dis-
ease, Alzheimer’s and Parkinson’s diseases, arthritis, 
AIDS, and many other diseases.

North America, Europe, and Japan account for 
approximately 95 percent of biotechnology compa-
nies, but biotechnology firms are found throughout 
the world, with over 4,900 companies in 54 countries. 
Countries without a traditional history in research 
and development (R&D) worldwide are turning to 
biotechnology for high-tech innovations. For exam-
ple, biotechnology is a rapidly developing industry in 
India and China. Still, many of the world’s leading 
biotechnology companies remain located in the 
United States (see Figure 1.16). There are currently 
around 1,500 biotechnology companies in the United 
States, many of which are often closely associated 
with colleges and universities or located near major 
universities where basic science ideas for biotechno-
logical applications are generated. Visit the Biotech-
nology Industry Organization Website listed on the 
Companion Website for excellent information on bio-
technology centers around the nation. At this site, 
you can find biotechnology companies located near 
you and learn about their current products.

What Is a Biotechnology Company?
By now you may be wondering “what is the differ-
ence between a biotechnology company and a phar-
maceutical company?” Most people can name phar-
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maceutical companies such as Merck, Johnson & 
Johnson, or Pfizer because they or a family member 
may have used one or more of their products, but 
most people cannot name a biotechnology company 
(Table 1.3) or explain why a biotech company is dif-
ferent from a pharmaceutical company. The large 
pharmaceutical companies are commonly referred to 
as “big pharma.” Generally speaking, pharmaceuti-
cal companies are involved in drug development by 
chemically synthesizing or purifying compounds used 
to make the drug—products such as aspirin, antacids, 
and cold medicines. Pharmaceutical companies typi-
cally do not use living organisms to grow or produce a 
product (such as a recombinant protein), as is the 
focus of biotechnology companies. But these days the 
distinctions between the two are blurring, because 
many large pharmaceutical companies are often 
involved in biotechnology-related research and prod-
uct development either directly or indirectly by part-
nering with a biotechnology company. Also remem-
ber that biotechnology involves much more than drug 
development. There are many different companies of 
varying sizes dedicated to working on specific areas of 
biotechnology.

Biotechnology companies vary in size from small 
companies of less than 50 employees to large compa-
nies with over 300 employees. Historically many a 
biotechnology company began as a small startup 
company formed by a small team of scientists who 
believe that they might have a promising product to 
make (such as a recombinant protein to treat dis-
ease). The team must typically then seek investors to 
fund their company so that they can buy or rent lab 
facilities, buy equipment and supplies, and continue 
the research and development necessary to make 
their product. But starting a biotechnology company 

is risky business; on average, about 40 percent of 
startup companies close without providing any return 
to investors.

Biotechnology startup companies rely on financial 
investments in the company, such as venture capital 
(VC) funds provided at an early stage to startup com-
panies with a potential for success. Sources of VC 
funds can be individuals, financial institutions and 
other companies for example. Venture capital funds 
make money by owning equity in startup companies 
that have a promising technology to develop. Angel 
investors—affluent individuals who provides VC cap-
ital for a startup in exchange for company ownership—
are key to providing startup biotechnology companies 
with the funds needed to carry out the research and 
testing necessary to make a product.

VC investments are the essential pipeline of funds 
that supports biotech companies. During the recent 
global financial crisis, as biotechnology VC investments 
experienced a 46 percent decrease between 2007 and 
2008, many biotechnology companies had only 
enough cash flow for 12 months or less.

Eventually, if a startup biotechnology company is 
successful in bringing a product to the market (a pro-
cess that takes around 10 years on average at a cost, in 
the United States, of over $1 billion for a medical 
drug!), many startups are often bought by larger, 
well-established companies. Bringing a promising 

Figure 1.16 Distribution of u.S. Biotechnology Compa-
nies Public and private biotechnology companies are located 
throughout the United States.
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Biotech Companies revenue (Millions)

Amgen $14,268

Genentech (now part of Roche) $11,724

Genzyme $  3,187

UCB $  3,169

Gilead $  3,026

Pharma Companies

Johnson & Johnson $61,897

Pfizer $50,009

Roche $49,051

GlaxoSmithKline $45,830

Novartis $44,267

Adapted from: Ernst and Young, Beyond Borders: Global Biotechnology 
Report 2010 (www.ey.com/beyondborders). Revenue based on pre-
liminary results reported by companies.

TaBle 1.3  ToP Five BioTeChnology CoMPanieS  
anD ToP Five PharMaCeuTiCal CoMPanieS 
By revenue

www.ey.com/beyondborders
Thiago Fernandes


Thiago Fernandes


Thiago Fernandes


Thiago Fernandes


Thiago Fernandes


Thiago Fernandes




Chapter 1 The Biotechnology Century and Its Workforce20

product close to market ultimately creates value for a 
company, which may enable it to file for an initial 
public offering (IPO), which means that it is avail-
able for the public to purchase shares of company 
stock.

There are similarities between how pharmaceu-
tical companies and biotechnology companies are 
organized (Figure 1.17). We discuss many aspects 
of this in the next section, in which we describe dif-
ferent job opportunities in each area of a biotech-
nology company.

Jobs in Biotechnology
The biotechnology industry in the United States 
employs over 200,000 people. Biotechnology offers 
numerous employment choices, such as laboratory 
technicians involved in basic research and develop-
ment, computer programmers, laboratory directors, 
and sales and marketing personnel. All are essential to 

the biotechnology industry. In this section, we consider 
some of the job categories available in biotechnology.

research and development
Development of a new biotech product is a long and 
expensive process. Individuals in R&D are directly 
involved in the process of developing ideas and run-
ning experiments to determine if a promising idea 
(for example, using a recombinant protein from a 
recently cloned gene to treat a disease condition) can 
actually be developed into a product. It requires a 
great deal of trial and error. From the largest to the 
smallest biotechnology companies, all have some 
staff dedicated to R&D. On average, biotechnology 
companies invest at least four times more on R&D 
than any other high-tech industry. For some compa-
nies, the R&D budget is close to 50 percent of the 
operating budget. R&D is the lifeblood of most com-
panies—without new discoveries, companies cannot 
make new products.

Figure 1.17 organizational structure of a typical Medium-size Biotechnology 
Company Biotech companies range in size, but most companies have organizational 
structures similar to those depicted in this figure. Notice the range of different aspects 
of the company, from R&D through sales, marketing, and legal aspects of a product.
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The majority of positions in R&D usually require a 
bachelor’s or associate’s degree in chemistry, biology, 
or biochemistry (Figure 1.18). Laboratory techni-
cians are responsible for duties such as cleaning and 
maintaining equipment used by scientists and keeping 
labs stocked with supplies. Technician positions usu-
ally require a B.A. in science or a B.S in biology or 
chemistry. Research assistants or research associ-
ates carry out experiments under the direct supervi-
sion of established and experienced scientists. These 
positions require a B.S. or M.S. degree in biology or 
chemistry. Research assistants and associates are con-
sidered “bench” scientists, carrying out research exper-
iments under the direction of one or more principal or 
senior scientists. Assistants and associates perform 
research in collaboration with others. Involved in the 
design, execution, and interpretation of experiments 
and results, they may also be required to review scien-
tific literature and prepare technical reports, lab proto-
cols, and data summaries.

Principal or senior scientists usually have a 
PhD and considerable practical experience in research 
and management skills for directing other scientists. 
These individuals are considered the scientific leaders 
of a company. Responsibilities include planning and 
executing research priorities of the company, acting 
as spokespeople on company research and develop-
ment at conferences, participating in patent applica-
tions, writing progress reports, applying for grants, 
and serving as advisers to the top financial managers 
of the company. The job titles and descriptions we 
have given can vary from company to company; 
however, if you are interested in making new scien-
tific discoveries, then R&D might be an exciting 
career option for you.

The rapidly expanding field of bioinformatics, 
the use of computers to analyze and store DNA and 
protein data, requires an understanding of computer 
programming, statistics, and biology. Until recently, 
many experts in bioinformatics were computer sci-
entists who had trained themselves in molecular 
biology or molecular biologists self-trained in com-
puter science, database analysis, and mathematics. 
Today, people with computer science interests are 
being encouraged to take classes in biotechnology, 
and biotechnology students are being encouraged to 
take computer science classes. In addition, specific 
programs in bioinformatics have been developed at 
four-year colleges and universities, technical col-
leges, and community colleges to train people to 
become bioinformaticists.

Many speculate that the massive amount of data 
from the Human Genome Project will result in a 
merger of biotechnology and information technology. 
Bioinformaticists are needed to analyze, organize, 
and share DNA and protein sequence information. 
The human genome alone contains over 3 billion 
base pairs, and hundreds of thousands of bases of 
sequence data from other species are added to data-
bases around the world each day. Sophisticated pro-
grams are required to analyze this information. How 
will biotechnology companies keep from drowning 
in the ever-increasing sea of data that has inundated 
biology and chemistry? Robust data-mining and 
data-warehousing systems are just beginning to 
enter the bioinformatics market. To put this in per-
spective, a financial database for a major bank might 
have 100 columns representing different customers, 
with 1 million rows of data. A major pharmaceutical 
database, in contrast, may contain 30,000 columns 
for genes and only about 40 rows of patients. Com-
puter modeling tools, such as neural networks and 
decision trees, are also widely used by bioinformati-
cists to identify patterns between SNP markers and a 
disease status. If you are interested in merging an 

FIgUre 1.18 Minimal level of education required of 
entry-level Technicians The Resource Group performed a sur-
vey of entry-level education requirements for 69 biotechnology 
companies in the three-county area of central coast California. 
Results are comparable with other areas of the United States 
and indicate that R&D generally requires a greater amount of 
training than other job areas.
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addressing customer inquiries and complaints, along 
with other responsibilities. Entry-level jobs in QC 
and QA include validation technician, documenta-
tion clerk, and QC inspector. Jobs usually require at 
least a B.S. degree in biology, and managerial or 

understanding of biology with computer science 
skills, then bioinformatics may be a good career 
option for you.

operations, biomanufacturing, and production
Operations, biomanufacturing, and production are terms 
that describe the divisions of a biotechnology com-
pany that oversee specific details of product develop-
ment, such as the equipment and laboratory pro-
cesses involved in producing a product. This often 
includes scale-up processes, in which cultured cells 
making up a product must be grown on a large scale. 
This is not a trivial task. As a simple analogy, scaling-
up is the difference between cooking a meal for 
yourself versus preparing a full-course Thanksgiving 
dinner for 50 people. Biomanufacturing and produc-
tion units maintain and monitor the large-scale and 
large-volume equipment used during production, 
and they ensure that the company is following 
proper procedures and maintaining appropriate 
records for the product. Biomanufacturing job details 
are specific to the particular product a company is 
manufacturing. Entry-level jobs include material 
handlers, manufacturing assistants, and manufactur-
ing associates. Supervisory and management-level 
jobs usually require a bachelor’s or master’s degree 
in biology or chemistry and several years of experi-
ence in manufacturing the products or type of prod-
uct being produced by that company. Manufacturing 
and production also involve many different types of 
engineers, including those trained in chemical, elec-
trical, environmental, or industrial engineering. 
Engineering positions usually require a B.A. degree 
in engineering or a M.S. degree in biology or an area 
of engineering.

Quality assurance and quality control
Most products from biotechnology are highly regu-
lated by such federal agencies as the U.S. FDA, Envi-
ronmental Protection Agency (EPA), and U.S. 
Department of Agriculture (USDA) (see Chapter 12). 
These federal agencies require that manufacturing 
follow exact methods approved by regulatory offi-
cials. As discussed previously, the overall purpose of 
quality assurance is to guarantee the final quality of 
all products. Quality control efforts are designed to 
ensure that products meet stringent regulations 
mandated by federal agencies. In addition to guaran-
teeing that components of the product manufactur-
ing process meet the proper specifications, QA and 
QC workers are also responsible for monitoring 
equipment, facilities, and personnel, maintaining 
correct documentation, testing product samples, and 

YoU DeCIDe

generic Biotech Drugs?
As the biotechnology industry  

has aged, many of the earlier biotech products that 
received patent approval are set to lose patent protection 
in the next few years. Patents for about 20 products  
with annual sales of over $10 billion expired in 2006. 
Patents are designed to provide a monopoly right 
for the developer of an invention, and in the United 
States patents can last for up to 20 years. There is 
controversy in the industry over whether many of 
these products will receive approval to become generic 
drugs. You may already know that generic drugs are 
copies of brand-name products that generally have the 
same effectiveness, safety, and quality as the original 
but are produced at a cheaper cost to the consumer 
than the brand-name drugs. One way that generics 
can cut costs is that they are often approved for use 
without having to undergo the same expensive safety 
and effects studies required for name drugs.

Many biotechnology companies are fighting the 
production of generic biotech drugs, claiming that the 
higher costs of making a biological product such as an 
antibody compared with a pharmaceutically-produced 
drug earns them a right to manufacture named drugs and 
make a profit without competition from generics. Some 
also doubt whether a generic, called a biosimilar drug 
when referring to therapeutic recombinant proteins and 
other biologically produced proteins such as antibod-
ies, could be made at a greatly reduced price given 
that it is generally still more expensive to produce a 
biotech product than a pharmaceutical product and 
because biosimilars will be very difficult to replicate 
exactly. Although, the Institute for One World Health 
recently received funding from the Bill and Melinda 
Gate Foundation to develop drugs for developing 
countries as a nonprofit organization contracting with 
a biomanufacturing company. Similar questions about 
profit can be raised regarding drug costs in develop-
ing countries, where many of the people who need 
drugs cannot afford them, although many companies 
sell drugs in the developed world at a higher price 
and use some of these profits to provide drugs at low 
or no cost to developing nations. Should biotechnol-
ogy companies be forced to produce generic drugs? 
You decide.
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will also address legal circumstances that may arise if 
there are problems with a product or litigation from a 
user of a product.

Salaries in Biotechnology
People working in the biotechnology industry are 
making groundbreaking discoveries that fight disease, 
improve food production, clean up the environment, 
and make manufacturing more efficient and profitable. 
Although the process of using living organisms to 
improve life is an ancient practice, the biotechnology 
industry has been around for only about 25 years. As 
an emerging industry, biotechnology offers competi-
tive salaries and benefits, and employees at almost all 
levels report high job satisfaction.

Salaries for life scientists who work in the com-
mercial sector are generally higher than those paid to 
scientists in academia (colleges and universities). Sci-
entists working in the biotechnology industry are 
among the most highly paid of those in the profes-
sional sciences. In 2006, in California alone, the bio-
technology industry generated about $20 billion in 
personal wages and salary. In this same year, the top 
five biotechnology companies in the world spent an 
average of $93,400 on each employee.

According to a survey of more than 400 bio-
technology companies conducted recently by the 
Radford Division of AON Consulting, a PhD in biol-
ogy, chemistry, and molecular biology with no 
work experience was starting at an average annual 
salary of $55,700, with senior scientists earning in 
excess of $120,000 a year. For individuals with an 
M.A. degree in the same fields, the average salary 
was $40,600 annually, with a range from $60,000 
to $70,000 per year for research associates and 
$32,500 annually for those with a B.A. degree, with 
a range of $52,000 to $62,000 per year for research 
associates. Visit the Radford Biotechnology Com-
pensation Report, the Commission on Professionals 
in Science and Technology, and the U.S. Office of 
Personnel Management on the Web for updates on 
the surveys used for the salary figures described in 
this section. Biotechnology salary reports websites 
are listed in the Keeping Current: Web Links at the 
Companion Website.

Based on a national survey, 56 percent of the col-
lege students entering biotechnology training pro-
grams had little or no science background. If you have 
the proper background in biology and good lab skills, 
many good positions are available at many different 
levels, but increasingly educational training at the 
community college, technical college, four-year col-
lege, or university level is becoming a requirement for 
employment in biotechnology.

supervisory positions require more education. Cus-
tomer relation specialists or product complaint 
specialists often work in the QA divisions of a com-
pany. One function of such specialists is to investi-
gate consumer complaints about a problem with a 
product and to follow up with the consumer to pro-
vide an appropriate response or solution to the prob-
lem encountered.

Clinical research and regulatory affairs
In the United States, developing a drug product is a 
long and expensive process of testing the new drug 
candidate in volunteer subjects to ultimately receive 
new drug approval from the FDA (see Chapter 12). 
The clinical trial process, along with many other clin-
ical and nonclinical areas of biotechnology, is regu-
lated by a number of different agencies. As a result, 
every biotechnology company has staff monitoring 
regulatory compliance to make sure that proper regu-
latory procedures are in place and are being followed. 
Biotechnology companies involved in developing 
drugs for humans often have very large clinical 
research divisions with science and nonscience per-
sonnel that conduct and oversee clinical trials.

Marketing, sales, finance, and legal divisions
Marketing and selling a variety of biotechnology prod-
ucts, from medical instruments to drugs, is a critical 
area of biotechnology. Most people employed in bio-
technology marketing and sales have a B.S. degree in 
the sciences and familiarity with scientific processes in 
biotechnology, perhaps combined with course-work 
in business or even a B.A. degree in marketing. Sales 
representatives work with medical doctors, hospi-
tals, and medical institutions to promote a company’s 
products. Marketing specialists devise advertising 
campaigns and promotional materials to target cus-
tomer needs for the products a company sells. Repre-
sentatives and specialists frequently attend trade 
shows and conferences. An understanding of science 
is important because the ability to answer end-user 
questions is an essential skill in marketing and sales. 
Finance divisions of a biotechnology company are 
typically run by vice presidents or chief financial offi-
cers who oversee company finances and are also often 
involved in raising funds from partners or venture 
capitalists seeking investments in technology compa-
nies. Legal specialists in biotechnology companies 
typically work on legal issues associated with product 
development and marketing, such as copyrights, nam-
ing rights, and obtaining patents. These are essential 
issues for protecting the ideas and products that a bio-
technology company works so hard to develop (see 
Chapter 12 for further discussion). Staff in this area 
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and others). Some biotechnology firms and research 
labs have also found that they are better off filling 
skilled technician-level jobs with people who have 
more specialized training than pursuing their more 
traditional practice of attempting to find people with 
M.A. and Ph.D. degrees. Many human resources 
departments and recruitment firms indicate that there 
is a tremendous increase in the number of open posi-
tions in bioinformatics, proteomics, and genome stud-
ies as well as for experienced technicians.

There is currently also a hot job market for scien-
tists in drug discovery. Larger biotechnology compa-
nies, no matter in which region, report that they are 
growing rapidly and find that almost every career 
choice is in demand. In particular, the most sought-
after jobs more often include work that requires team 
interaction, both inside and outside the company. 
Partnering has become the landscape of drug develop-
ment, and skills in this area are required for any per-
son’s career in the industry.

Another trend that has reached a stage of critical 
importance is the need for people with multiple skill 
areas. For instance, an individual with a degree in 
molecular biology or biochemistry, a minor in infor-
mation technology, and course work in mathematics 

Hiring Trends in the Biotechnology 
Industry
Career prospects in biotechnology are very good. The 
industry has more than tripled in size since 1992, and 
worldwide company revenues increased from approx-
imately $8 billion in 1992 to nearly $28 billion in 
2001. But the industry is not immune to changes in 
the economic climate. Mergers and acquisitions have 
dominated the industry since 2006, following the 
downturn in the global economy. Major layoffs 
occurred among small biotech companies and biotech 
divisions in large pharmaceutical companies. In the 
United States alone, biotechnology companies 
reduced their workforce by about 38 percent. In the 
four years between 1995 and 1999, the U.S. biotech-
nology industry increased its employee workforce by 
48.5 percent. The competition created by generic 
drugs has caused big pharmaceutical companies to 
spend more than $110 billion for more than a dozen 
biotechnology companies since 2006. Drugs produced 
by genetic engineering are harder to copy by generic 
competitors, making these biotechnology companies 
(like Genentech, and Genzyme) a good buy for the big 
pharmaceutical companies (like Roche, sanofi-aventis, 

Throughout this book we will use this 
career profile feature to highlight poten-
tial career options, including educational 

requirements, job descriptions, salary, and related infor-
mation. A number of websites are outstanding resources 
for biotechnology career information. Links to each of 
these are available through the Companion Website:

■ Visit the Biotech Career Center, a very good site 
for career materials, links to job resources, a 
wealth of information on over 600 biotechnology 
companies, and much more.

■ Visit the Biotechnology Industry Organization 
website and access one of the biotechnology 
company sites.

■ Visit the Access Excellence Careers in Biotechnol-
ogy website for job descriptions and excellent 
links to resources for careers in biotechnology.

■ Visit the Bio-Link website to find useful biotech-
nology workforce resources. It has several sec-
tions of career information, job descriptions and 
educational requirements, job posting sites, and 

state-by-state listings of biotechnology compa-
nies, among many other resources. From this site, 
access “Careers in Biotechnology: A Counselor’s 
Guide to the Best Jobs in the United States” by 
Gina Frierman-Hunt and Julie Solberg.

■ The California State University Program for Educa-
tion and Research in Biotechnology (CSUPERB) 
is a great resource for educational and career 
materials in biotechnology. In particular, visit the 
“career site” and “job links” pages.

■	 Visit the Massachusetts Biotechnology Industry 
Organization, and follow the “careers” link to 
one of the most comprehensive listing of job 
descriptions in the biotechnology industry, from 
vice president of research and development to 
glasswasher positions (yes, this person does what 
the title says!).

Search these sites for a biotechnology job that appeals 
to you. Next rewrite your résumé to fit this job descrip-
tion, or identify the course work or experience you 
would need to apply successfully for this position.

Finding a Biotechnology Job That Appeals to You

CAreer ProFIle
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plore the purpose of the Genetic Information Nondiscrimi-
nation Act (Chapter 13). The opportunity to be part of a 
science that truly makes a difference awaits you in the 
coming chapters!

Questions & Activities

Answers can be found in Appendix 1.

 1. Provide two examples of historical and current 
applications of biotechnology.

 2. Pick an example of a biotechnology application 
and describe how it has affected your everyday 
life.

 3. Which area of biotechnology involves using living 
organisms to clean up the environment?

 4. Describe how pharmacogenomics will influence 
the treatment of human diseases.

 5. Distinguish between QC and QA, and explain 
why both are important for biotechnology compa-
nies.

 6. Access the library of the National Center for Bio-
logical Information (www.ncbinlm.nih.org) and 
search for new information on adult-derived stem 
cells. This free source will provide abstracts and 
titles for full-text articles that can be obtained at 
other libraries.

 7. Visit the “About Biotech” section of the Access 
Excellence website at www.accessexcellence.org/AB. 
This section provides an outstanding overview of 
historical and current applications of biotechnol-
ogy. Survey the different topics presented at this 
site. Many interesting aspects and examples of 
biotechnology are described in student-friendly 
terms. Find a biotechnology topic that fascinates 
you, print out the information you are interested 
in, and share your newly discovered knowledge 
with a friend or family member who is unfamiliar 
with biotechnology.

 8. Interacting with others in a group setting is an 
essential skill in most areas of science. As you 
learned in this chapter, biotechnology involves 
groups of scientists, mathematicians, and comput-
ing experts with different backgrounds collabo-
rating to solve a problem or achieve a common 
goal. Discussing biology with other people is fun 
and beneficial to everyone working on the same 
problem in a company, and working with other 
students is an excellent way to help you learn and 
enjoy your studies in biotechnology. Teaching 

can potentially have a great advantage in the job mar-
ket, especially with companies seeking people with 
unique skill combinations.

In addition to good technical skills and an under-
standing of business and finance practices, companies 
also emphasize the importance of “soft skills,” which 
they consider nearly as important at technical skills. 
These include skills in writing and communication, 
presenting information to different audiences, and 
teamwork. Employment prospects in biotechnology 
are exciting indeed. Opportunities are excellent for 
individuals with solid scientific training and good ver-
bal and written communication skills coupled with a 
strong ability to work as part of a team in a collabora-
tive environment.

MAking A Difference
There are many ways to be part of biotechnology and to 
influence the lives of others, as we will explore at the end 
of each chapter in the Making a Difference feature. Here is 
a look at what’s in store in the coming chapters. Early suc-
cess in the use of cell-based beads that release the chemi-
cal levodopa into the brains of Parkinson’s patients sets the 
stage for other cell based therapies (Chapter 2). Recombi-
nant therapeutic proteins such as insulin have improved 
the quality of life for many humans (Chapter 3). Trapping 
biomarker proteins that reflect the presence of a disease 
could boost the search for other treatments, bringing per-
sonalized medicine using purified proteins one step closer 
(Chapter 4). Antibiotics isolated from bacteria are one of 
the most successful examples of biotech products (Chapter 
5). The “Green Revolution” may occur more quickly thanks 
to biotech methods that select algae that produce the most 
petroleum; such methods have been used in the past to 
enhance the natural capacities of organisms with selected 
traits (Chapter 6). Studying the function of genes in the 
mouse genome will help us to understand the human ge-
nome and could lead to the development of new drugs 
(Chapter 7). The 1000 Genomes Project will sequence the 
DNA of 1000 individuals for comparison and has revealed 
over 2,300 genes that were missed by the Human Genome 
Project; this new genome project will lead to new treat-
ments and more personalized care (Chapter 8). Successful 
cleanup of groundwater pollution is one example of a bio-
remediation success story (Chapter 9). A test developed 
from horseshoe crab blood is a key technique for checking 
the sterility of medical devices (Chapter 10). Bone marrow 
transplantations are a successful example of stem cell tech-
nologies (Chapter 11). Compliance with regulations that 
protect companies and employees is a necessary part of 
biotech and will continue to provide safe products and a 
safe working environment (Chapter 12). Finally, we’ll ex-

www.ncbinlm.nih.org
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visit www.pearsonhighered.com/biotechnology 
To download learning objectives, chapter summary, 
“Keeping Current” web links, glossary, flashcards, and 
jpegs of figures from this chapter.

At the time this book was published, no claims 
of human cloning had been proven to be valid, 
and most scientists are adamantly against human 
cloning. What do you think? Should humans be 
cloned?

 11. Explain how biotechnology companies get started. 
Include in your answer a description of how a 
startup company is funded.

 12. Describe differences and similarities between the 
pharmaceutical industry and the biotechnology 
industry.

 13. Visit the FierceBiotech website (http://www 
.fiercebiotech.com) and sign up to receive free daily 
alerts on biotech industry news items. This is a 
great way to learn about exciting new discover-
ies in biotechnology, biotech company updates, 
career information and more.

someone else is a great way to test your knowl-
edge. Analyze your ability to work in a group by 
forming a study group for the next test. Assign a 
group leader who will be responsible for organiz-
ing meetings and keeping the study group focused 
on helping each person to learn. Make sure that 
everyone has a topic to present to the group and 
that all of you offer constructive criticism to their 
suggestions. If you cannot get together with your 
classmates in one room, share your thoughts via 
e-mail or ask your professor to set up an elec-
tronic bulletin board for discussion purposes.

 9. The National Library of Medicine is a world-
wide database of biology research publications  
in scientific journals and it can be accessed for  
free at http://www.ncbi.nlm.nih.gov. Access PubMed 
and conduct a search on any topic of biotechnol-
ogy that may be of interest to you to find recent 
papers on the latest new research developments 
in biotechnology.

 10. Organism cloning has led to concerns that 
humans may be cloned. At least one group has 
even claimed to have already done so. Run a 
Google search with the terms Raelians and cloning. 

http://www.fiercebiotech.com
http://www.fiercebiotech.com
www.pearsonhighered.com/biotechnology
http://www.ncbi.nlm.nih.gov
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An Introduction to 
Genes and Genomes
After completing this chapter, you 
should be able to:

■	 Compare and contrast prokaryotic 
and eukaryotic cells.

■	 Discuss experiments that determined 
that DNA is the inherited genetic 
material of living organisms.

■	 Describe the structure of a 
nucleotide and explain how they 
form double-helical DNA molecules.

■	 Describe the process of DNA 
replication and discuss the role of 
key proteins involved.

■	 Understand what genomes are and 
why biologists study them.

■	 Describe the process of 
transcription and understand how 
mRNA creates a functional mRNA 
molecule.

■	 Describe the process of 
translation, and the roles of 
mRNA, tRNA, and rRNA.

■	 Explain why gene expression 
regulation is important.

■	 Explain what the epigenome is  
and understand why epigenetics  
is important.

■	 Discuss the role of operons in 
regulating gene expression in 
bacteria.

■	 Name different types of mutations 
and give examples of the 
consequences of mutations.

Encoded within DNA are genes that provide instructions controlling the 
activities of all cells. Genes influence our behavior; determine our physical 
appearances such as skin, hair, and eye color; and affect our susceptibility 
to genetic disease conditions.

2
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C entral to the study of biotechnology is an under-
standing of the structure of DNA as the molecule 
of life—the inherited genetic material. Later, we 

will consider how extraordinary techniques in molecu-
lar biology enable biologists to clone and engineer 
DNA—manipulations that are essential for many appli-
cations in biotechnology (Chapter 3). In this chapter, 
we review DNA structure and replication, discuss how 
genes code for proteins, provide an overview of genom-
ics, and consider causes and consequences of mutations.

FoRECAsTING THE FuTuRE
Although much of what we will discuss in this chapter 
describes basic information about cell structure and genes 
that scientists have known about for decades, there are 
many exciting potential future developments especially 
related to genomics. An active area of research is the cre-
ation of “artificial cells” in which synthetic genomes are 
assembled in a lab and introduced into cells to create cells 
with novel properties based on the inserted genome. Simi-
larly, another area of intense investigation is the creation 
of novel proteins by combining DNA sequences. These ap-
proaches have not yet advanced far enough to produce 
valuable applications. But there are signs that synthetic 
genome strategies for making cells with novel properties 
can work. Fundamental information about cells, gene ex-
pression, and genomes is playing a major role in the de-
velopment of cell-based treatment strategies such as using 
stem cell to create tissues and organs (which we will dis-
cuss in Chapter 11). Advances in genetic testing and novel 
therapies designed to target human genes will continue to 
be an area of focus for biotechnology companies.

2.1 A Review of Cell structure

Cells are the structural and functional units of life. 
Organisms such as bacteria consist of a single cell, 
whereas humans have approximately 75 trillion, 
including over 200 different types that vary in appear-
ance and function. Cells vary greatly in size and com-
plexity, from tiny bacterial cells to human neurons 
that may stretch for more than 3 feet from the spinal 
cord to muscles in the toes. Virtually all cells share a 
common component, genetic information in the form 
of deoxyribonucleic acid (DNA). Genes control 
numerous activities in cells by directing the synthesis 
of proteins. Genes influence our behavior; determine 
our physical appearance, such as skin, hair, and eye 
color; and affect our susceptibility to genetic disease 
conditions. Before we begin our study of genes and 
genomes, we will review basic aspects of cell structure 
and function and briefly compare different types of cells.

Prokaryotic Cells
Cells are complex entities with specialized structures 
that determine cell function. Generally, every cell has a 
plasma (cell) membrane, a double-layered structure 
of primarily lipids and proteins that surrounds its outer 
surface; cytoplasm, the inner contents of the cell 
between the nucleus and the plasma membrane; and 
organelles (“little organs”), structures in the cell that 
perform specific functions. Throughout this book, we 
not only consider how plant and animal cells play 
important roles in biotechnology but also cover many 
biotechnology applications involving bacteria, yeasts, 
and other microorganisms. Bacteria are referred to as 
prokaryotic cells, or simply prokaryotes, from the 
Greek words meaning “before nucleus,” because they do 
not have a nucleus, an organelle that contains DNA in 
animal and plant cells. Prokaryotes include true bacteria 
(eubacteria) and cyanobacteria, a type of blue-green 
algae (Table 2.1), and members of the domain Archaea 
(ancient bacteria with some eukaryotic characteristics).

Bacteria have a relatively simple structure 
(Figure 2.1). Their outer boundary is defined by the 
plasma membrane, which is surrounded by a rigid 
cell wall that protects the cell. Except for ribosomes, 
which are used for protein synthesis, bacteria have 
few organelles. The cytoplasm contains DNA, usu-
ally in the form of a single circular molecule, which 
is attached to the plasma membrane and located in 
an area called the nucleoid region (Figure 2.1). Some 
bacteria also have a tail-like structure called a flagel-
lum, which is used for locomotion.

Eukaryotic Cells
Plant and animal cells are considered eukaryotic cells, 
from the Greek words meaning “true nucleus,” because 
they contain a membrane-enclosed nucleus and many 
organelles. Eukaryotes also include fungi and single-
celled organisms called protists, which include most 

TAblE 2.1 PRokARyoTIC AND EukARyoTIC CElls

Prokaryotic Cells Eukaryotic Cells

Cell types True bacteria 
(eubacteria) 
Archaebacteria

Protists, fungi, 
plant, animal cells

size 100 nm–10 μm 10–100 μm

structure No nucleus; DNA 
located in the 
cytoplasm. No 
organelles.

DNA enclosed in a 
membrane-bound 
cytoplasm. 
Nucleus. Many 
organelles.
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algae. Diagrams of plant and animal cells are shown in 
Figure 2.2. The plasma membrane is a fluid, highly 
dynamic, complex double-layered barrier composed of 
lipids, proteins, and carbohydrates. The membrane per-
forms essential roles in cell adhesion, cell-to-cell com-
munication, and cell shape, and it is essential for trans-
porting molecules into and out of the cell. The 
membrane also serves an important role as a selectively 
permeable barrier, because it contains proteins involved 
in complex transport processes that control which 
molecules can enter and leave the cell. For example, 
hormones such as insulin are released from the cell in a 
process called secretion; other molecules, such as 
glucose, can be taken into the cell and, within 
mitochondria, be converted into energy in the form of 
a molecule called adenosine triphosphate (ATP). 
Membranes also enclose or comprise many organelles.

The cytoplasm of eukaryotes consists of cytosol, a 
nutrient-rich, gel-like fluid, and many organelles. The 
cytoplasm of prokaryotes also contains cytosol, but 
few organelles. Think of the organelle as the compart-
ment in which chemical reactions and cellular pro-
cesses occur. Organelles allow cells to carry out thou-
sands of different complex reactions simultaneously. 
Each organelle is responsible for specific biochemical 
reactions. For instance, lysosomes break down foreign 
materials and old organelles; organelles such as the 
endoplasmic reticulum and Golgi apparatus synthesize 
proteins, lipids, and carbohydrates (sugars). By com-
partmentalizing reactions, cells can carry out a multi-
tude of reactions in a highly coordinated fashion 
simultaneously without interference. Be sure to famil-
iarize yourself with the functions of organelles pre-
sented in Figure 2.2 and Table 2.2.

Flagella

Ribosomes

Capsule

Pili

Cell wall

Plasma 
membrane

Nucleoid region
(chromosome)

FIGuRE 2.1 Prokaryotic Cell structure  
Bacteria are prokaryotes. Shown here is a 
drawing of structures contained in a typical 
rod-shaped bacterium.

FIGuRE 2.2 Eukaryotic Cell structure Sketches of common structures present in 
plant (a) and animal cells (b).
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TAblE 2.2 sTRuCTuRE AND FuNCTIoN oF EukARyoTIC CElls

Cell Part structure Functions

Plasma membrane Membrane made of a double layer of lipids (pri-
marily phospholipids and cholesterol) within 
which proteins are embedded; proteins may 
extend entirely through the lipid bilayer or pro-
trude on only one face; externally facing pro-
teins and some lipids have attached sugar 
groups

Serves as an external cell barrier; acts in the 
transport of substances into or out of the cell; 
maintains a resting potential that is essential 
for the functioning of excitable cells; externally 
facing proteins act as receptors (for hormones, 
neurotransmitters, and so on) and in cell-to-cell 
recognition

Cytoplasm Cellular region between the nuclear and plasma membranes; consists of 
fluid cytosol (containing dissolved solutes), inclusions (stored nutrients, 
secretory products, pigment granules), and organelles (the metabolic 
machinery of the cytoplasm)

Cytoplasmic organelles

 ■ Mitochondria Rod-like double-membrane structures; the inner 
membrane is folded into projections called 
cristae

Site of adenosine triphosphate (ATP) synthesis; 
powerhouse of the cell

 ■ Ribosomes Dense particles consisting of two subunits, each 
composed of ribosomal RNA and protein; free or 
attached to rough endoplasmic reticulum

The sites of protein synthesis

 ■  Rough endoplasmic 
reticulum

Membrane system enclosing a cavity (the cis-
terna) and coiling through the cytoplasm; exter-
nally studded with ribosomes

Sugar groups are attached to proteins within the 
cisternae; proteins are bound in vesicles for 
transport to the Golgi apparatus and other sites; 
external face synthesizes phospholipids and 
cholesterol

 ■  Smooth endoplasmic 
reticulum

Membranous system of sacs and tubules; free of 
ribosomes

Site of lipid and steroid synthesis, lipid metabo-
lism, and drug detoxification

 ■ Golgi apparatus A stack of smooth membrane sacs and associated 
vesicles close to the nucleus

Packages, modifies, and segregates proteins for 
secretion from the cell, inclusion in lysosomes, 
and incorporation into the plasma membrane

 ■ Lysosomes Membranous sacs containing hydrolases (diges-
tive enzymes)

Sites of intracellular digestion

 ■ Peroxisomes Membranous sacs of oxidase enzymes The enzymes detoxify a number of toxic sub-
stances; the most important enzyme, catalase, 
breaks down hydrogen peroxide

 ■ Microtubules Cylindrical structures made of tubulin proteins Support the cell and give it shape; involved in 
intracellular and cellular movements; form 
centrioles

 ■ Microfilaments Fine filaments of the contractile protein actin Involved in muscle contraction and other types 
of intracellular movement; help form the cell’s 
cytoskeleton

 ■  Intermediate fila-
ments

Protein fibers; composition varies The stable cytoskeletal elements; resist mechani-
cal forces acting on the cell

 ■ Centrioles Paired cylindrical bodies, each composed of nine 
triplets of microtubules

Organize a microtubule network during mitosis 
to form the spindle and asters; form the bases of 
cilia and flagella
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structure and function. We begin this section with a 
brief overview, highlighting the evidence for DNA as 
the genetic material; then we discuss DNA’s structure.

Evidence That DNA Is the Inherited 
Genetic Material
In 1869, Swiss biologist Friedrich Miescher identified a 
cellular substance from the nucleus that he called 
“nuclein.” Miescher purified nuclein from white blood 
cells and found that it could not be broken down 
(degraded) by protein-digesting enzymes called prote-
ases. This discovery suggested that nuclein was not 
made only of proteins. Subsequent studies determined 
that this material had acidic properties, which led 
nuclein to be renamed “nucleic acids.” DNA and ribo-
nucleic acid (RNA) are the two major types of nucleic 
acids. While biochemists worked to identify the differ-
ent components of nucleic acids, British microbiologist 
Frederick Griffith’s experiments (1928) with two strains 
of Streptococcus pneumoniae provided evidence that DNA 
is the inherited genetic material of cells.

Griffith was studying two strains of the bacterium 
Streptococcus pneumoniae, a microbe that causes pneu-
monia. At the time of these studies, this strain was 
called Diplococcus pneumoniae. Griffith worked with a 
virulent (disease-causing) variety called the smooth 

The nucleus contains DNA. This organelle is a 
spherical structure enclosed by a double-layered mem-
brane, the nuclear envelope, and is typically the 
largest structure in a eukaryotic cell. Nearly 6 feet of 
DNA is coiled into the nucleus of every human cell; if 
the DNA in all human cells were connected end to 
end, there would be enough to stretch to the sun and 
back about 500 times. Although the majority of DNA 
in a eukaryotic cell is contained within the nucleus, 
mitochondria and chloroplasts also contain small cir-
cular DNA molecules.

2.2 The Molecule of life

Every high school or college biology course involves 
some discussion of DNA, and DNA is routinely manip-
ulated by students in college biology laboratories and 
many high school classes. With the wealth of informa-
tion available about many detailed aspects of DNA and 
genes, the study of biology in the twenty-first century 
might give you the impression that the structural 
details of DNA were always understood. However, the 
structure of DNA—and its function as genetic 
material—was not always well known. Many extraor-
dinary researchers and incredible discoveries have 
contributed to our modern-day understanding of DNA 

Cell Part structure Functions

 ■ Cilia Short, cell surface projections; each cilium is 
composed of nine pairs of microtubules sur-
rounding a central pair

Move in unison, creating a unidirectional current 
that propels substances across cell surfaces

 ■ Flagella Like cilia but longer; the only example in 
humans is the sperm tail

Propels the cell

Nucleus Largest organelle, surrounded by the nuclear 
envelope; contains fluid nucleoplasm, nucleoli, 
and chromatin

Control center of the cell; responsible for trans-
mitting genetic information and providing the 
instructions for protein synthesis

 ■ Nuclear envelope Double-membrane structure pierced by the pores; 
outer membrane continuous with the cytoplas-
mic endoplasmic reticulum

Separates the nucleoplasm from the cytoplasm 
and regulates the passage of substances to and 
from the nucleus

 ■ Nucleoli Dense spherical (non-membrane-bound) bodies 
composed of ribosomal RNA and proteins

Site of ribosome subunit manufacture

 ■ Chromatin Granular, thread-like material composed of DNA 
and histone proteins

DNA contains genes

Central vacuole (plant 
cells)

Large membrane-enclosed compartment Used to store ions, waste products, pigments, 
protective compounds

Chloroplasts (plant cells) Membrane-enclosed organelle containing stacked 
structures (grana) of chlorophyll-containing 
membrane sacs called thylakoids surrounded by 
an inner fluid (stroma)

Site of photosynthesis

TAblE 2.2 (Continued)
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of DNA by bacteria. Heat treatment broke open S cells, 
which released their DNA into the tube. Living R cells 
took up S cell DNA, which transformed the properties 
of the R cells so that they became virulent, resembling 
S cells. As you will learn, transformation is a very pow-
erful technique in molecular biology and is routinely 
used to introduce genes into bacteria for DNA cloning, 
protein production, and other important purposes. 
Although Griffith hypothesized that some genetic fac-
tor was responsible for the transformation results he 
saw, he didn’t actually identify DNA as the “transform-
ing factor.” However, his experiments were instrumen-
tal in leading others in search of this factor.

In 1944, Oswald Avery, Colin MacLeod, and Maclyn 
McCarty purified DNA from large batches of S. pneumoniae 
grown in liquid culture. Their experiments provided 
definitive evidence that DNA is the genetic material and 
proved that DNA was the transforming factor in the 
Griffith experiments. In their now famous experiment, 
Avery, MacLeod, and McCarty ground up (homogenized) 
mixtures of bacterial cells from S. pneumoniae and treated 
these extracts with proteases, RNA-degrading enzymes 

strain (S cells) along with a harmless strain called 
rough cells (R cells). S cells are surrounded by a cap-
sule (smooth coat) of proteins and sugars, whereas R 
cells lack this coat. When Griffith injected mice with 
living S cells, the mice died, and Griffith found live S 
cells in the blood of the dead mice (Figure 2.3). When 
live R cells were injected into mice, the mice lived and 
showed no living R cells in their blood. These experi-
ments suggested that the protein coat was responsible 
for the death of the mice. To test this idea, Griffith 
then killed S cells by heating them, which destroys 
proteins in the coat. Not surprisingly, mice injected 
with heat-killed S cells lived, with no signs of live S 
cells in their blood. But when Griffith mixed heat-
killed S cells with living R cells in a tube and injected 
this mixture into mice, the mice died and living S cells 
were found in the blood of the dead mice. Where did 
the live S cells come from?

This experiment provided evidence that the genetic 
material from heat-killed S cells had transformed 
(changed) or converted R cells into S cells. Griffith’s 
experiments demonstrated transformation, the uptake 

(a) Mouse dies. 
 S strain, protected 
 by capsule from 
 the mouse’s 
 defenses, 
 is pathogenic.

(b) Mouse healthy. 
 Mutant R strain, 
 which lacks a 
 capsule, is 
 harmless.

(c) Mouse healthy. 
 Heat-killed S cells
 are harmless.

(d) Mouse dies. 
 A mixture of killed
 S cells and living
 R cells is pathogenic.

(e) Living S cells 
 are found in 
 blood sample 
 from dead 
 mouse.

Living S
(smooth) cells

Living R
(rough) cells

Heat-killed
S cells

Heat-killed S cells mixed
with living R cells

Bacterial 
strain

Injection

Results

capsule

FIGuRE 2.3 Griffith’s Transformation Experiment The S strain of S. pneumoniae kills 
mice (a); the R strain is harmless (b). Heat-killed S cells are harmless (c). Mice injected 
with heat-killed S cells mixed together with live R cells died (d), and live S cells could be 
detected in the blood of dead mice (e). This result is a demonstration of transformation. 
Living R cells took in DNA from dead S cells, transforming the R cells into S cells.
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insight to this question by isolating DNA from a variety 
of different species and revealing that the percentage of 
DNA bases called adenine was proportional to the per-
centage of bases called thymines, and that the percent-
age of cytosine bases in an organism’s DNA were 
roughly proportional to the percentage of guanine. This 
valuable observation suggested that the bases adenine, 
thymine, cytosine, and guanine were somehow intri-
cately related components of DNA structure—an impor-
tant principle to remember because, as we explore next, 
these bases are essential components of DNA.

The building block of DNA is the nucleotide 
(Figure 2.4). Each nucleotide is composed of a (five-
carbon) pentose sugar called deoxyribose, a phos-
phate molecule, and a nitrogenous base. The bases 
are interchangeable components of a nucleotide. Each 
nucleotide contains one base, either adenine (A), 
thymine (T), guanine (G), or cytosine (C)—the so-
called As, Ts, Gs, and Cs of DNA.

(RNase), or DNA-degrading enzymes (DNase). They 
subsequently carried out transformation experiments 
using these treated extracts. Extracts from killed S cells 
were mixed with living R cells and injected into mice. This 
experiment demonstrated that DNase-treated extracts 
could not transform R cells to S cells because DNA in 
these mixtures was degraded by DNase. Extracts treated 
with protease or RNase still maintained their transform-
ing ability because DNA in these mixtures remained 
intact. Although other studies with viruses were essential 
for determining the role of DNA, the work of Avery, 
MacLeod, and McCarty provided definitive evidence for 
DNA as the genetic material causing transformation.

DNA structure
While evidence supporting DNA as hereditary material 
was building, a significant question still remained: What 
is the structure of DNA? Erwin Chargaff provided some 
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FIGuRE 2.4 Nucleotide structure All DNA nucleotides consist of a nitrogenous base, 
A, C, G, or T; a sugar; and a phosphate group. The sugar in DNA is deoxyribose. RNA mol-
ecules contain a pentose sugar called ribose. The pentose sugar in DNA is called deoxyri-
bose because it lacks an oxygen at carbon number 2 (2’) of the sugar compared with the 
ribose sugar in RNA. A base is attached to carbon number 1 (1’) of the sugar; the phos-
phate group is attached to carbon number 5 (5’) of the sugar. Because of their structure, 
adenine and guanine belong to a group of bases called purines, whereas cytosine, thy-
mine, and uracil belong to a group called pyrimidines.

Thiago Fernandes


Thiago Fernandes


Thiago Fernandes




Chapter 2 An Introduction to Genes and Genomes34

base pairs in opposite strands (Figure 2.5). Adenine 
base pairs with thymine, and guanine base pairs with 
cytosine. From this model, Chargaff’s observations are 
easily understood. The proportions of A’s and T’s are 
equivalent in an organism’s DNA, as are the propor-
tions of G’s and C’s, because they pair with each other 
in a DNA molecule.

The two strands of nucleotides in a double helix are 
antiparallel—the polarity of each strand is reversed 
relative to the other (Figure 2.5). This orientation is 
necessary for the complementary base pairs to align and 
for hydrogen bonds to align with one another. The dou-
ble helix resembles a twisted ladder of sorts. The rungs 
of this ladder consist of the complementary base pairs, 
and the sides of the ladder consist of sugar and phos-
phate molecules, creating the “backbone” of DNA.

What Is a Gene?
Genes are often described as units of inheritance, but 
what exactly is a gene? A gene is a sequence of nucle-
otides that provides cells with the instructions to syn-
thesize a specific protein or a particular type of RNA. 
Not all genes are used to produce a protein. For exam-
ple, genes for transfer RNA (tRNA) are used to make 
tRNA molecules, and while tRNAs are required for 
protein synthesis, they are not translated to produce a 
protein. Most genes are approximately 1,000 to 4,000 
nucleotides (nt) long, although many smaller and 
larger genes have been identified. Largely by control-
ling the proteins produced by a cell, genes influence 
how cells, tissues, and organs appear, both through 
the microscope and with the naked eye. These inher-
ited appearances are called traits. Through the DNA 
contained in your cells, you have inherited traits from 
your parents, such as eye color and skin color. Genes 
influence not only cell metabolism and behavioral and 
cognitive abilities such as intelligence but also our sus-
ceptibility to certain types of genetic diseases.

Some traits are controlled by a single gene, but 
many others are determined by multiple genes, which 
produce many proteins that interact in complex ways. 
In Section 2.4, we explore how genes direct protein 
synthesis in cells. Throughout this book, we consider 
examples of genes, their functions, and their many 
applications in different areas of biotechnology.

2.3  Chromosome structure, DNA 
Replication, and Genomes

Before we consider how genes function, it is impor-
tant that you understand how and why DNA is orga-
nized into chromosomes and how DNA is replicated 
in cells.

Nucleotides are the building blocks of DNA, but how 
are these structures arranged to form a DNA molecule? 
Many scientists have contributed to the answer to this 
question, but the definitive structure of DNA was finally 
revealed by James Watson and Francis Crick, working 
at the Cavendish Laboratories in Cambridge, England. 
Chemists Rosalind Franklin and Maurice Wilkins, of 
University College, London, used x-ray crystallography 
to provide Watson and Crick with invaluable data on the 
structure of DNA. By firing an x-ray beam onto crystals 
of DNA, Franklin and Wilkins revealed a model of DNA 
indicating that its structure could be helical. From these 
data, Chargaff’s findings, and other studies, Watson and 
Crick assembled a wire model of DNA.

Watson and Crick published “The Molecular 
Structure of Nucleic Acids: A Structure for Deoxyri-
bose Nucleic Acid” in the prestigious journal Nature on 
April 25, 1953. The first paragraph of this paper reads, 
“We wish to suggest a structure for the salt of deoxyri-
bose nucleic acid (D.N.A.). This structure has novel 
features which are of considerable biological interest.” 
Given the importance of DNA and what we have 
learned about DNA structure over the last 50 years, 
this description might be one of the greatest under-
statements ever made in a published scientific paper. 
The significance of this discovery was appropriately 
recognized in 1962, when Watson, Crick, and Wilkins 
received the Nobel Prize in Medicine.

Watson and Crick determined that nucleotides 
form long strands of DNA and that each DNA molecule 
consists of two strands that join together and wrap 
around each other to form a double helix (Figure 2.5). 
A strand of DNA is a string of nucleotides held together 
by phosphodiester bonds that connect the sugar of 
one nucleotide to the phosphate group of an adjacent 
nucleotide (Figure 2.5). The sequence of bases in a 
strand can vary. For instance, a nucleotide containing a 
C can be connected to a nucleotide containing an A, T, 
G or another nucleotide containing a C.

Each strand of nucleotides has a polarity to it; there 
is a 5’ end and a 3’ end to the strand (Figure 2.5). Polarity 
refers to the carbons of the deoxyribose sugar. At the 5’ 
end of a strand, the phosphate at carbon 5 is not bonded 
to another nucleotide, but carbon 3 is involved in a 
phosphodiester bond. At the 3’ end, the phosphate at 
carbon 5 is bonded to another nucleotide, but carbon 3 
is not joined to another nucleotide. Although this aspect 
of nucleotide structure may seem trivial, the polarity of 
DNA is important for replication and for the routine 
manipulation of DNA in the laboratory.

Watson and Crick determined that DNA molecules 
consist of two interconnecting strands that wrap 
around each other to form a right-handed double 
helix, perhaps the most famous molecular model in all 
of biology (Figure 2.5). The two strands are joined 
together by hydrogen bonds between complementary 

Thiago Fernandes


Thiago Fernandes


Thiago Fernandes


Thiago Fernandes


Thiago Fernandes


Thiago Fernandes
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into a ball, you would eventually sort it into 46 even 
balls. This analogy provides a highly simplified view of 
the challenge presented to a human cell when it has to 
divide and sort its DNA into even packages.

The 3 billion base pairs (bp) of DNA in every 
human cell would stretch to around 6 feet if unraveled—
an amazing amount of material packed into the tiny 
nucleus of each cell. This DNA must be separated 
evenly when a cell divides; otherwise the loss of 
DNA can have devastating consequences. Fortu-
nately such mistakes in DNA separation are rare, in 

Chromosome structure

Suppose you were presented with a challenge. If you 
solved it, you would earn free tuition for the rest of your 
undergraduate courses. You are given a basket contain-
ing 46 packages of different-colored yarn all unraveled 
and intertwined. Your challenge is to sort the yarn into 
46 even balls. How would you solve this challenge? If 
you started to cut the tangled pile of yarn randomly, you 
probably would not succeed. Of course, if you painstak-
ingly unraveled the yarn and wound each color of yarn 
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FIGuRE 2.5 DNA Is a Double-stranded Helix (a) Two strands of nucleotides are 
joined together by hydrogen bonds between complementary base pairs. Adenine bases 
(A) always base pair with thymine bases (T), and cytosine (C) base pairs with guanine 
(G). (b) The two strands wrap around each other so that the overall structure of DNA is 
a double-stranded helix with a sugar-phosphate “backbone,” in which the bases are 
aligned in the center of the helix.
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23 chromosomes from your mother (maternal chro-
mosomes) and 23 chromosomes from your father 
(paternal chromosomes). These chromosome pairs 
are called homologous pairs, or homologues. Chro-
mosomes 1 through 22 are known as the autosomes; 
the 23rd pair are called the sex chromosomes—
consisting of X and Y chromosomes.

Human egg and sperm cells, called the sex cells or 
gametes, contain a single set of 23 chromosomes, 
called the haploid number (n) of chromosomes. All 
other cells of the body—such as skin cells, muscle 
cells, and liver cells—are known as somatic cells. 
Somatic cells from many organisms have two sets of 
chromosomes, called the diploid number (2n) of 
chromosomes. Human somatic cells contain 46 chro-
mosomes. Somatic cells of a normal human male have 
22 pairs of autosomes and an X and Y chromosome; 
cells of a normal female have 22 pairs of autosomes 
and two X chromosomes.

Sex chromosomes were so named because they 
contain genes that influence sex traits and the develop-
ment of reproductive organs, whereas the autosomes 
were originally thought primarily to contain genes that 
affect body features unrelated to sex, such as skin color 
and eye color. Although there are genes involved in 
sex organ determination that are present on the Y 

part because cells effectively separate and package 
DNA into chromosomes.

Inside the nucleus, DNA exists in a relatively 
unraveled state. This does not mean that the DNA is 
uncoiled from its double-helical structure; rather, the 
DNA is somewhat loosely arranged and not fully com-
pacted into tightly coiled chromosomes, although all 
of the DNA in a chromosome remains together within 
the nucleus. When a cell is not dividing, chromosomes 
in the nucleus exist as an intricate combination of 
DNA and DNA-binding proteins called histones to 
form strings called chromatin. During cell division, 
chromatin is coiled into tight fibers that eventually 
wrap around each other, so that chromosomes become 
highly coiled and tightly condensed packages of DNA 
and histones (Figure 2.6).

The size and number of chromosomes vary from 
species to species. Most bacteria have a single circular 
chromosome, in the size range of several hundred 
thousand base pairs, which contains a few thousand 
genes. Eukaryotes typically contain one or more sets of 
chromosomes, which have a linear shape, and often 
these chromosomes are several million base pairs in 
size. Most human cells have two sets (pairs) of 
23 chromosomes each, for a total of 46 chromosomes. 
Through the process of fertilization, you inherited 

Chromosome

Nucleus

4914502006

ChromatidChromatid
Telomere

Centromere

Telomere
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Cell
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FIGuRE 2.6 Chromosome organization In a nondividing cell, chromosomal DNA 
exists in an unraveled state called chromatin. Histone proteins serve as particles around 
which DNA becomes tightly wound to give a “beads on a string” appearance when viewed 
with an electron microscope. When cells divide, chromatin is further compacted into 
tight fibers and supercoiled looped structures. Ultimately these supercoiled loops are 
tightly packed together with the assistance of other proteins to create an entire chromo-
some, a highly compact assembly of DNA. Each chromosome consists of two sister chro-
matids attached by a centromere. Chromosome arms are the portions of the chromatid on 
one side of the centromere, labeled as the p and q arms. The ends of a chromosome are 
called telomeres.
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ends with a segment called a telomere (Figure 2.6). 
Telomeres are highly conserved repetitive sequences 
of nucleotides that are important for attaching chro-
mosomes to the nuclear envelope. Telomeres are a 
subject of intense research. Changes in telomere length 
are believed to play a role in the aging process and in 
the development of certain types of cancers

karyotype analysis for studying chromosomes
One most common way to study chromosome num-
ber and basic aspects of chromosome structure is to 
prepare a karyotype. In karyotype analysis, cells are 
spread on a microscope slide and then treated with 
chemicals to release and stain the chromosomes. For 
example, G-banding, in which chromosomes are 
treated with a DNA-binding dye called Giemsa stain, 
creates a series of alternating light and dark bands in 
stained chromosomes. Each stained chromosome 
shows a unique and reproducible banding pattern 
that can be used to identify different chromosomes. 
Chromosomes can be aligned and paired based on 
their staining pattern and size (Figure 2.7). In 
humans, chromosome 1 is the largest chromosome 

chromosome, there are other genes involved in sex 
determination that are present on autosomes, and the 
majority of genes on the X chromosome are not 
required for development of the reproductive organs.

Several characteristics are common to most 
eukaryotic chromosomes. Each chromosome consists 
of two thin, rod-like structures of DNA called sister 
chromatids (Figure 2.6). The sister chromatids are 
exact replicas of each other, copied during DNA syn-
thesis. During cell division, sister chromatids are sepa-
rated so that newly forming cells receive the same 
amount of DNA as the original cell from which they 
arose. Each eukaryotic chromosome has a single cen-
tromere, a constricted region of the chromosome 
consisting of intertwined DNA and proteins that join 
the two sister chromatids to each other. This region of 
a chromosome also contains proteins that attach chro-
mosomes to organelles called microtubules, which 
play an essential role in moving chromosomes and 
separating sister chromatids during cell division.

The centromere delineates each sister chromatid 
into two arms—the short arm, called the p arm, and 
the long arm, or q arm. Each arm of a chromosome 

4914502007FIGuRE 2.7 karyotype Analysis In a karyotype, dividing cells are spread out onto a 
glass microscope slide to release their chromosomes. Chromosomes are stained and 
aligned based on their overall size, the position of the centromere, and their staining 
pattern to create a karyotype.
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be either sperm or egg cells. During meiosis, the 
chromosome number in daughter cells is cut in half to 
the haploid number. Sperm and egg cells each contain 
a single set of 23 chromosomes. Through sexual 
reproduction, a fertilized egg, called the zygote, is 
formed. The zygote, which divides by mitosis to form 
an embryo and eventually a complete human, con-
tains 46 chromosomes: 23 paternal chromosomes and 
23 maternal chromosomes.

Prior to cell division by either mitosis or meiosis, 
DNA must be replicated in the cell. Replication occurs 
by a process called semiconservative replication. 
Figure 2.8 shows an overview of this process. Before 
replication begins, the two complementary strands of 
the double helix must be pulled apart into single 
strands. Once separated, these strands serve as tem-
plates for copying two new strands of DNA. At the end 
of this process, two new double helices are formed. 
Each helix contains one original DNA (parental) strand 
and one newly synthesized strand, thus the term 
semiconservative.

DNA replication occurs in a series of stages involv-
ing a number of different proteins. Because prokary-

and chromosome 21 is the smallest. Karyotypes are 
very valuable for studying and comparing chromo-
some structure. A more modern method for karyo-
type analysis (called spectral karyotyping) incorpo-
rates specific probes and techniques to colorize 
chromosomes; it provides a more detailed analysis of 
chromosome structure than traditional karyotypes, 
such as the one shown in Figure 2.7. Karyotype anal-
ysis can be used to identify human genetic disease 
conditions associated with abnormalities in chromo-
somal structure and number.

DNA Replication
When a cell divides, it is essential that the newly cre-
ated cells contain equal copies of replicated DNA. 
Somatic cells divide by a process called mitosis, 
wherein one cell divides to produce daughter cells, 
each of which contains an identical copy of the DNA of 
the original (parent) cell. For instance, a human skin 
cell divides to produce two daughter cells, each con-
taining 23 pairs of chromosomes. Gametes are formed 
by a process called meiosis, wherein a parent cell 
divides to create up to four daughter cells, which can 
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(called DNA polymerase δ [delta] in eukaryotes) 
binds to each single strand, moving along the strand 
and using it as a template to copy a new strand of 
DNA. During this process, DNA polymerase uses 
nucleotides present in the cell to synthesize comple-
mentary strands of DNA. DNA polymerase always 
works in one direction, synthesizing new strands in a 
5’-to-3’ orientation and adding nucleotides to the 3’ 
end of a newly synthesized strand (Figure 2.9) by 
forming phosphodiester bonds between the phos-
phate of one nucleotide and the sugar in the previ-
ous nucleotide.

Because DNA polymerase proceeds only in a 
5’-to 3’-direction, replication along one strand, the 
leading strand, occurs in a continuous fashion (Fig-
ure 2.9). Synthesis on the opposite strand, the lag-
ging strand, occurs in a discontinuous fashion 
because DNA polymerase must wait for the replica-
tion fork to open. On the lagging strand, short pieces 
of DNA, called Okazaki fragments (named after Reiji 
and Tuneko Okazaki, the scientists who discovered 
these fragments), are synthesized as the DNA poly-
merase works its way out of the replication fork. 
Covalent bonds between Okazaki fragments in the 
lagging strand are formed by DNA ligase to ensure 
that there are no gaps in the phosphodiester back-
bone. Finally, the RNA primers are removed and 
these gaps are filled by DNA polymerase.

Remember the functions of enzymes involved in 
DNA synthesis. As we will discuss, DNA polymerase 
and DNA ligase are routinely used in the lab in work-
ing with cloned DNA (Chapter 3).

otes contain circular chromosomes, DNA replication in 
prokaryotes is slightly different from that in eukary-
otes. Here we consider the main players and key con-
cepts in DNA replication overall. But keep in mind that 
there are subtle differences distinguishing the replica-
tion process in prokaryotes from that in eukaryotes. 
Replication is initiated by DNA helicase, an enzyme 
that separates the two strands of nucleotides, literally 
“unzipping” the DNA by breaking hydrogen bonds 
between complementary base pairs (Figure 2.9). The 
separated strands form a replication fork. As helicase 
unwinds the DNA and single-strand binding pro-
teins attach to each strand and prevent them from 
base pairing and reforming a double helix. This step is 
important because the DNA strands must be held apart 
during DNA replication. Strand separation occurs at 
sites called origins of replication. Bacterial chromo-
somes have a single origin. Because of their large size, 
eukaryotic chromosomes have multiple origins. Start-
ing DNA replication at multiple origins allows eukary-
otic chromosomes to be copied rapidly.

The next step in DNA replication involves the 
addition of short segments of RNA approximately 10 
to 15 nucleotides long. These sequences, called RNA 
primers, are synthesized by an enzyme called pri-
mase (in eukaryotes, a form of DNA polymerase 
called α [alpha] acts as the primase). Primers start the 
process of DNA replication because they serve as bind-
ing sites for DNA polymerases, the key enzymes 
that synthesize new strands of DNA. Several different 
forms of DNA polymerase are involved in copying 
DNA. In bacteria, the enzyme DNA polymerase III 
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FIGuRE 2.9 semiconservative Replication of DNA
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Chapter 2 An Introduction to Genes and Genomes40

called ribose, which has a slightly different structure 
than the deoxyribose sugar contained in DNA.

An easy way to remember the difference between 
transcription and translation is to remember that 
translation involves a change in code from RNA to 
protein, much like translating one language to 
another. Through the production of mRNA and the 
synthesis of proteins, DNA controls the properties of a 
cell and its traits (Figure 2.11). This process of tran-
scription and translation directs the flow of genetic 
information in cells, controlling a cell’s activities and 
properties. Here we study basic principles of transcrip-
tion and translation and aspects of how gene expres-
sion can be controlled by cells.

Copying the Code: Transcription
How is DNA used as a template to make RNA?  
RNA polymerase is a key enzyme for transcription. 
Inside the nucleus, RNA polymerase unwinds the 
DNA helix and then copies one strand of DNA into 
RNA. Unlike DNA replication, in which the entire DNA 
molecule is copied, transcription occurs only in seg-
ments of a chromosome that contain genes. How does 
RNA polymerase know where to begin transcription?  

What is a genome?
DNA contains the instructions for life—genes. All of 
the DNA in an organism’s cells is called the genome. 
Contained in the human genome are approximately 
20,000 genes scattered among 3 billion base pairs of 
DNA. The study of genomes, a discipline called 
genomics, is currently one of the most active and rap-
idly advancing areas of biological science. Throughout 
this book, we discuss aspects of the Human Genome 
Project, a worldwide effort to identify all human 
genes on each chromosome. The Human Genome 
Project was an enormous undertaking in genomics 
that has provided exciting insight into human genes, 
their locations, and their functions.

2.4 RNA and Protein synthesis

Genes govern the activities and functions within a cell 
by directing the synthesis of proteins. Some of the 
myriad functions of these essential molecules are as 
follows:

■	 Proteins are necessary for cell structure, for exam-
ple, as important components of membranes, 
organelles, and the cytoplasm.

■	 Proteins carry out essential reactions in the cell as 
enzymes.

■	 Proteins perform critical roles as hormones and 
other “signaling” molecules that cells use to com-
municate with one another.

■	 Receptor proteins bind to other molecules, such as 
hormones, and transport proteins, enabling mol-
ecules to enter and leave cells.

■	 Proteins as antibodies recognize and destroy for-
eign materials in the body.

Quite simply, cells cannot function without pro-
teins. How does DNA make proteins? Actually, DNA 
does not make proteins directly. To synthesize pro-
teins, genes are first copied into molecules called mes-
senger RNA (mRNA) (Figure 2.10). RNA synthesis 
is called transcription, because genes are literally 
transcribed (copied) from a DNA code into an RNA 
code. In turn, mRNA molecules, which are exact cop-
ies of genes, contain information that is deciphered 
into instructions for making a protein through a pro-
cess known as translation.

RNA molecules are single-stranded, not double-
stranded like DNA, but the chemical composition of 
RNA is very similar to that of DNA. The bases of RNA 
are also very similar to those of DNA. One key differ-
ence is that RNA contains a base called uracil (U) 
instead of thymine (T) (see Figure 2.4). The other 
primary difference is that RNA contains a pentose sugar 

Translation

Transcription

Replication

Cell nucleus

Cell Cytoplasm

DNA

Protein

Traits

mRNA

FIGuRE 2.10 The Flow of Genetic Information in 
Cells DNA is copied into RNA during the process of transcrip-
tion. RNA directs the synthesis of proteins during translation. 
Through proteins, genes control the metabolic and physical 
properties or traits of an organism.
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412.4 RNA and Protein Synthesis

Tools oF THE TRADE

This chapter introduces important 
principles of DNA structure, replication, 

transcription, and translation and provides an essential 
background on genes and genomes. These principles 
are important not only for understanding what genes 
are and how they function but also many of the 
components involved in processes such as DNA replica-
tion, which have become essential tools for research in 
molecular biology.

In the next chapter, you will learn how scientists 
can identify, clone, and analyze genes—a fascinating 
aspect of molecular biology research and biotechnol-
ogy. The technology for cloning and studying genes 
became possible only as scientists learned more about 
the enzymes involved in processes such as DNA replica-

Enzymes Involved in DNA Replication Have Valuable and Essential Roles in 
Molecular biology Research

tion. For instance, DNA polymerase, the key enzyme 
that synthesizes DNA during semiconservative replica-
tion, is widely used in molecular biology labs to copy 
DNA. Similarly, RNA polymerase is also widely used in 
molecular research. In addition, many DNA cloning 
procedures rely on DNA ligase to join together DNA 
fragments from different sources—a process called 
recombinant DNA technology.

Because most of these enzymes are relatively inexpen-
sive and readily available from supply companies, their use 
has become commonplace in most molecular biology labs. 
Without our understanding of the enzymes that act on DNA 
and RNA and their functions, many modern applications of 
biotechnology and a majority of techniques routinely used 
in molecular biology research would be impossible.
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FIGuRE 2.11 Transcription During transcription, RNA polymerase binds to DNA at a 
promoter region adjacent to a gene sequence and unwinds the DNA. RNA polymerase moves 
along the DNA template, copying one strand into a molecule of RNA. When RNA polymerase 
reaches a termination sequence, it releases from the DNA and transcription ends.
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ready for protein synthesis. One modification involves 
RNA splicing (Figure 2.12). When the details of 
transcription were first worked out, scientists were 
surprised to learn that genes are interrupted by 
stretches of DNA that do not contain protein-coding 
information, called introns. Introns are interspersed 
between exons, or protein-coding sequences of a 
gene. Introns and exons are copied during transcrip-
tion of mRNA. Before mRNA can be used to make a 
protein, the exons must be spliced together. As a sim-
ple analogy, think of introns as randomly inserted let-
ters in a sentence that must be removed before the 
sentence can make sense. In the splicing process, 
introns are cut out of the primary transcript and adja-
cent exons are spliced to form a fully functional mRNA 
molecule with no introns.

Splicing provides flexibility in the types of proteins 
that can ultimately be produced from a single gene. 
When genes were first discovered, scientists thought 
that a single gene could produce only one protein. But 
as the process of splicing was revealed, it became clear 
that when a gene contains several exons, splicing 
doesn’t always occur in the same way. As a result, 
multiple proteins can be produced from a single gene. 
In a complex process called alternative splicing, 
splicing can sometimes join together certain exons and 
cut out other exons, essentially treating them as introns 
(Figure 2.12b). This process creates multiple mRNAs of 
different sizes from the same gene. Each mRNA can 
then be used to produce different proteins with differ-
ent, sometimes unique functions.

Alternative splicing allows several different pro-
tein products to be produced from the same gene 
sequence. For instance, certain genes used to pro-
duce antibodies are alternatively spliced to produce 
some antibodies that attach to the surface of cells as 
well as other antibodies with different structures 
causing them to be secreted into the bloodstream. 
Similar splicing occurs with neurotransmitter genes, 
among many others. In fact, scientists originally 
believed that the human genome contained approxi-
mately 100,000 genes based on a predicted number 
of proteins made by human cells. As you will learn, 
genome scientists were very surprised to find that 
the human genome contains only about 20,000 
genes (Chapter 3). Much of the reason for this dis-
crepancy is that many human genes can be spliced in 
different ways, and estimates suggest that over 90% 
of human genes may use alternative splicing to cre-
ate multiple different RNAs and proteins.

Another type of processing occurs at the 5’ end 
of mRNA, where a guanine base containing a methyl 
group is added (Figure 2.12). Known as a 5’ cap, this 
structure plays a role in ribosome recognition of the 
5’ end of the mRNA molecule during translation. 

Adjacent to most genes is a promoter, specific 
sequences of nucleotides that allow RNA poly-
merase to bind at specific locations next to genes. 
Proteins called transcription factors help RNA 
polymerase find the promoter and bind to DNA; 
sequences called enhancers can also play impor-
tant roles in transcription.

After RNA polymerase binds to a promoter, it 
unwinds a region of the DNA to separate the two 
strands. Only one of the strands, called the template 
strand (the opposite strand is called the coding strand), 
is copied by RNA polymerase. The presence of a 
promoter determines which strand of DNA will be 
transcribed. Once properly oriented, RNA polymerase 
proceeds along the DNA template strand to copy a 
complementary strand of RNA by forming phosphodi-
ester bonds between ribonucleotides in a 5’-to-3’ 
direction (Figure 2.11). When RNA polymerase 
reaches the end of a gene, it encounters a termination 
sequence. These sequences bind either specific pro-
teins or base pairs to create loops at the end of the 
RNA. As a result, the RNA polymerase and newly 
formed RNA are released from the DNA molecule. 
Unlike DNA replication, in which the DNA is copied 
only once each time a cell divides, multiple copies of 
mRNA are transcribed from each gene during tran-
scription. Sometimes a cell transcribes thousands of 
copies of mRNA from a gene. Later in this section, you 
will see that cells with a high requirement for a partic-
ular protein generally produce large amounts of mRNA 
to encode that protein.

Transcription produces different types of RNA
We have already seen that mRNA is produced when 
many genes are copied into RNA. Two other types of 
RNA, transfer RNA (tRNA) and ribosomal RNA 
(rRNA), are also produced by transcription. Different 
RNA polymerases produce each type of RNA. As we 
will soon learn, only mRNA carries information that 
directly codes for the synthesis of a protein, but tRNA 
and rRNA are also essential for protein synthesis.

It is only relatively recently that scientists discov-
ered a new class of non-protein-coding RNA molecules 
called microRNAs (miRNAs). MicroRNAs are part 
of a rapidly growing family of small RNA molecules 
about 20 to 25 nucleotides in size that play novel roles 
in regulating gene expression. Later we’ll briefly dis-
cuss the role of miRNAs.

mRNA processing
In eukaryotic cells, the initial mRNA copied from a 
gene is called a primary transcript (pre-mRNA). 
This mRNA is immature and not fully functional. Pri-
mary transcripts undergo a series of modifications, 
collectively called mRNA processing, before they are 
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432.4 RNA and Protein Synthesis

cytoplasm of cells as a multistep process that involves 
several different types of RNA molecules. It will be 
much easier for you to understand the details of trans-
lation if you are familiar with important functions of 
each type of RNA. These are the major components of 
translation:

■	 Messenger RNA (mRNA)—a copy of a gene. Acts 
as a “messenger” by carrying the genetic code, 
encoded by DNA, from the nucleus to the cyto-
plasm, where this information can be read to pro-
duce a protein. Messenger RNAs vary in length 
from approximately 1,000 to several thousand 
nucleotides.

■	 Ribosomal RNA (rRNA)—short single-stranded 
molecules around 1,500 to 4,700 nucleotides long. 

Last, in a process called polyadenylation, a string 
of adenine nucleotides around 100 to 300 nucleo-
tides in length is added to the 3’ end of the mRNA, 
creating a poly(A) “tail” (Figure 2.12). This tail pro-
tects mRNA from RNA-degrading enzymes in the 
cytoplasm, increasing its stability and availability for 
translation. Following processing, a mature, pro-
cessed mRNA molecule leaves the nucleus and enters 
the cytoplasm, where it is now ready for translation 
(Figure 2.12).

Translating the Code: Protein synthesis
The ultimate function of a protein-coding gene is to 
produce a protein. Here we look at a brief overview of 
translation, using information in mRNA to synthesize 
a protein from amino acids. Translation occurs in the 
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through RNA splicing, the addition of a 5’ cap, and polyadenylation. After processing, 
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only four bases in mRNA molecules. So how does this 
code work? What information is the ribosome 
decoding to tell a cell what amino acids belong in a 
protein? If there are only four nucleotides in mRNA, 
how can mRNA provide information coding for 20 dif-
ferent amino acids?

The answers to these questions lie in the genetic 
code, a universal language of genetics used by virtually 
all living organisms. The code works in three-
nucleotide units called codons, which are contained 
within mRNA molecules. Each codon codes for a sin-
gle amino acid (Table 2.3). For instance, notice that 
the codon UAC codes for the amino acid tyrosine, and 
the codon UGC codes for the amino acid cysteine. 
Although each codon codes for one amino acid, there 
is flexibility in the genetic code. There are 64 different 
potential codons corresponding to all possible combi-
nations of the four possible bases assembled into three 
nucleotide codons (43). But because there are only 20 
amino acids, most amino acids may be coded for by 
more than one codon. For example, notice in Table 2.3 
that the amino acid lysine may be coded for by AAA 
and AAG. Having a redundancy of codons increases 
the efficiency of translation. Some codons are present 
in mRNAs with greater frequency than others, just as 
some words in the English language are preferred over 
others with identical meanings.

Ribosomal RNAs are important components of 
ribosomes, organelles that are essential for pro-
tein synthesis. Ribosomes recognize and bind to 
mRNA and “read” the mRNA during translation.

■	 Transfer RNA (tRNA)—molecules that transport 
amino acids to the ribosome during protein syn-
thesis. Transfer RNA molecules are approximately 
75 to 90 nucleotides in length.

We have already discussed the details of mRNA 
structure, but before we explore the details of trans-
lation, you need to be familiar with the genetic code 
of mRNA and the specific structures of ribosomes 
and tRNA.

The genetic code
What is the “genetic code” contained within mRNA? 
As you will learn shortly, ribosomes read the code and 
then produce proteins, which are formed by joining 
the building blocks called amino acids (see Appendix 2). 
A chain of amino acids linked together by covalent 
bonds is a polypeptide. Some proteins consist of a 
single polypeptide chain; others contain several poly-
peptide chains that must wrap and fold around each 
other to form complicated three-dimensional struc-
tures (see Figure 4.3). Proteins can contain combina-
tions of up to 20 different amino acids, yet there are 
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protein they normally do not produce. Another help-
ful aspect of the universal genetic code is that it 
enables scientists to clone a gene in one species, such 
as a mouse, and then use sequence information from 
the mouse gene to identify a similar gene in humans. 
Because different species share a common genetic 
code, this approach is a very common strategy for 
identifying human genes, including many involved 
in disease processes.

Ribosomes and tRNA molecules
Ribosomes are complex structures consisting of aggre-
gates of rRNA and proteins that form structures called 
subunits. Each ribosome contains two subunits, the 
large and small subunits. These subunits associate to 
form two grooves, called the A (aminoacyl) site and 
the P (peptidyl) site, into which tRNA molecules can 
bind, and an E site through which tRNA molecules 
leave the ribosome (Figure 2.13).

Transfer RNAs are small molecules less than 100 
nucleotides long. Transfer RNAs fold in intricate ways, 

Also contained in the genetic code are codons 
that tell ribosomes where to begin or end transla-
tion. The start codon, AUG, codes for the amino 
acid methionine and signals the starting point for 
mRNA translation. As a result, the first amino acid 
in many proteins is methionine, although this 
amino acid is removed shortly after translation in 
some proteins. Stop codons terminate translation. 
UGA is a commonly used stop codon, but UAA and 
UAG are other stop codons (Table 2.3). Stop codons 
do not code for amino acids; they simply signal the 
end of translation.

The genetic code is universal. It is used by cells in 
humans, bacteria, plants, earthworms, fruit flies, and 
all other species. There are some subtle differences to 
the code in certain species, but at the basic level it 
operates the same way throughout biology. Because 
of this, biologists can use techniques called recombi-
nant DNA technology to clone a human gene such as 
the insulin gene and insert it into bacteria so that 
bacterial cells transcribe and translate insulin—a 
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(attached to their tRNAs). Peptide bonds join together 
amino acids to form a polypeptide chain.

After the amino acids are attached to each other, 
the initiator tRNA, without methionine attached, 
pauses briefly in the E site and then is released from the 
ribosome. Released “empty” tRNAs are recycled by the 
cell. A new amino acid is attached to the tRNA to cre-
ate an aminoacyl tRNA, which can be used again for 
translation. The newly forming polypeptide remains 
attached to the tRNA in the A site. During a phase 
called translocation, the ribosome shifts so the tRNA and 
growing protein move into the P site of the ribosome. 
The tRNA with a growing polypeptide chain attached is 
called a peptidyl tRNA. The A site of the ribosome is 
now aligned with the third codon in sequence (UGG, 
which codes for tryptophan), and the ribosome waits 
for the proper aminoacyl tRNA to enter the A site. The 
cycle continues as described to attach the next amino 
acid (tryptophan) to the growing protein and repeats 
itself as the ribosome moves along the mRNA.

Elongation cycles continue to form a new protein 
until the ribosome encounters a stop codon (for 
instance, UGA). This signals the third stage of transla-
tion called termination. Remember that stop codons do 
not code for an amino acid. Proteins called releasing fac-
tors interact with the stop codon to terminate transla-
tion. The ribosomal subunits come apart and release 
from the mRNA, and the newly synthesized protein is 
released into the cell. Ribosomes do recycle and subse-
quently can bind to any other mRNA molecule (not 
just the mRNA for one particular gene) and start the 
process of translation again.

basics of Gene Expression Control
The term gene expression refers to the production of 
mRNA (and sometimes protein) by a cell. Cells are 
exquisitely effective at controlling gene expression and 
translation to accommodate their needs. All genes are 
not transcribed and translated at the same rate in all 
cells. Gene expression is a dynamic process. Individual 
genes can be actively transcribed for a particular period 
of time, followed by periods of relatively little tran-
scription depending on the needs of a cell. In addition, 
all cells of an organism contain the same genome, so 
how and why are skin cells different from brain cells 
or liver cells? Different cell types have different prop-
erties and carry out different functions because cells 
can regulate or control the genes they express. At any 
given time in a cell, only certain genes are “turned on” 
or expressed to produce proteins, while many other 
genes are silenced or repressed. These genes may be 
expressed by cells only at certain times, in response to 
specific cues from inside or outside of the cell, to make 
proteins as needed. These cues can be environmental 

and certain nucleotides in a tRNA base pair with each 
other. As a result, a tRNA assumes a structure called a 
cloverleaf, because as regions of the molecule base 
pair, other unpaired segments create loops. At one end 
of each tRNA is an amino acid attachment site (Figure 
2.13b). Enzymes in the cytoplasm called aminoacyl 
tRNA synthetases attach a single amino acid to each 
tRNA molecule, creating what is known as an amino-
acyl transfer RNA (tRNA) or “charged” tRNA. Ami-
noacyl tRNA molecules carry their amino acids to the 
ribosome and bind within grooves of the ribosomes at 
the A site. At the opposite end of each tRNA molecule 
is a three-nucleotide sequence called an anticodon. 
Different amino acids have different anticodon 
sequences. Anticodons are designed to complementary 
base pair with codons in mRNA. Now that you know 
the “players” of translation—mRNA, ribosomes, and 
tRNA—we will examine how these components come 
together to produce a protein.

stages of translation
There are some fundamental differences between trans-
lation in prokaryotes and eukaryotes. Here we provide 
an overview of basic aspects of the three major stages of 
translation in eukaryotes: initiation, elongation, and 
termination. The beginning of translation is called initi-
ation. During initiation, the small ribosomal subunit 
binds to the 5’ end of the mRNA molecule by recogniz-
ing the 5’ cap of the mRNA. Other proteins, called ini-
tiation factors, are also involved in guiding the small 
subunit to the mRNA. The small subunit moves along 
the mRNA until it encounters the start codon AUG. 
Pausing at the start codon, the small subunit waits for 
the correct tRNA, called the initiator tRNA, to come 
along (Figure 2.13). This tRNA has the amino acid 
methionine (met) attached to it (remember that most 
proteins begin with this amino acid) and contains the 
anticodon UAC. The UAC anticodon binds to the start 
codon by complementary base pairing (Figure 2.13); 
then the large ribosomal subunit binds to this complex 
containing the small subunit, initiation factors, mRNA, 
and initiator tRNA. Once these components are in 
place, the ribosome can start translating a protein.

The next step of translation is called elongation, 
because during this phase additional tRNAs enter the 
ribosome, one at a time, and a growing polypeptide 
chain is elongated. The ribosome, paused at the second 
codon, waits for the (second) tRNA to enter the A site. 
In Figure 2.13, notice that the second codon is UUC, 
which codes for the amino acid phenylalanine (phe). 
The phe-tRNA enters the A site of the ribosome and the 
anticodon (AAG) base pairs with the codon. After two 
tRNAs are attached to the ribosome, an enzyme in the 
ribosome called peptidyl transferase catalyzes the 
formation of a peptide bond between the amino acids 
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472.4 RNA and Protein Synthesis

cell, cells can regulate the amount of mRNA produced 
for any given gene to control indirectly the amount of 
protein a cell produces. How do cells know which 
genes to turn on and which to shut off? To understand 
transcriptional regulation, we must look at the role of 
promoter sequences more closely.

you DECIDE

Access to biotechnology 
Products for Everyone?

Later, you will learn how genes can be identified, 
cloned, and studied in great detail (Chapter 3). One 
benefit of gene cloning has been the identification 
of genes involved in human diseases. As a result, 
it is possible to make many gene products in the 
laboratory and use them for medical purposes. For 
instance, when the gene for insulin was cloned 
in bacteria, it became possible to produce large 
amounts of insulin for treating people with diabe-
tes. Similarly, cloning of the gene for human growth 
hormone (hGH), which stimulates growth of bones 
and muscles during childhood, provided a readily 
available source of this hormone. Legally available 
by prescription only, hGH is used widely and effec-
tively to treat children with certain forms of short 
stature or dwarfism. Illegal use of hGH by profes-
sional athletes has received much attention in recent 
years. Dwarfism is generally defined as a condition 
that results in an adult height of 4 feet, 10 inches or 
shorter. The availability of hGH and other products of 
biotechnology raises an ethical question. Should hGH 
be available to everyone who wants taller children or 
only those children with dwarfism? Suppose parents 
wanted their average-size son to be taller so that 
he would have a better chance of making his high 
school varsity basketball team. Should these parents 
be able to give their son hGH simply to enhance his 
height? You decide.

signals such as temperature changes, nutrients in the 
external environment, hormones, or other complex 
chemical signals exchanged by cells.

How can genes be turned on and off in response to 
different signals? Biologists call this process gene 
regulation. Prokaryotic cells and eukaryotic cells reg-
ulate gene expression in a variety of complex ways 
(Figure 2.14). One common mechanism used by both 
types of cells is called transcriptional regulation—
controlling the amount of mRNA transcribed from a 
particular gene as a way to turn genes on or off. Here 
we provide an introduction to transcriptional regula-
tion and consider basic examples of this process in 
eukaryotes and prokaryotes.

Transcriptional regulation of gene expression
Because the amount of protein translated by a cell is 
often directly related to the amount of mRNA in the 
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FIGuRE 2.14 levels of Gene Expression Regulation  
Prokaryotic and eukaryotic cells can regulate gene expression 
in a variety of complex ways. This figure summarizes the pri-
mary ways in which gene expression can be regulated in 
eukaryotic cells. Notice that gene expression regulation can 
occur at many different “levels,” (highlighted in blue boxes 
here) beginning with how chromatin is folded or chemically 
modified to controlling degradation or turnover of a protein 
once it is made. Transcriptional regulation is a commonly used 
control mechanism in both prokaryotic and eukaryotic cells.
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Chapter 2 An Introduction to Genes and Genomes48

addition, many genes that are tightly regulated by cells 
also contain regulatory sequences called enhancers.

Enhancer sequences are usually located around 50 
or more base pairs upstream of the promoter, but they 
can also be located downstream of a gene. Enhancer 
sequences bind regulatory proteins, generally referred 
to as activators. Activator molecules interact with tran-
scription factors and RNA polymerase, forming a com-
plex that stimulates (activates) transcription of a gene. 
Cells use a wide variety of different activator mole-
cules. Each activator binds to a particular enhancer 
sequence. Some activator molecules can be hormones. 
For instance, the male sex steroid testosterone can be 
an activator to stimulate gene expression. You may 
know that testosterone stimulates cellular activities 
such as muscle and hair growth in developing boys, 
but how does testosterone work? This hormone binds 
to a receptor protein inside cells. The testosterone-
receptor protein complex acts as an activator to bind to 
a specific enhancer element in DNA called an androgen-
response element (5’-TGTTCT-3’). These elements are 
usually found close to a promoter. In turn, testoster-
one and its receptor stimulate gene expression. The 
female sex steroid estrogen works in a similar manner.

Promoters are found “upstream” of gene sequences, 
meaning that they are found at the 5’ end of a gene. 
Genes in prokaryotes and eukaryotes do not all use the 
same promoter sequences. In eukaryotes, common 
promoter sequences found upstream of many genes 
include a TATA box (TATAAAA), located about 
30 nucleotides (–30) upstream of the start site of a 
gene, and a CAAT box (GGCCAATCT), located about 
80 nucleotides (–80) upstream of a gene (Figure 2.15).

Earlier in this chapter we discussed how RNA 
polymerase initiates transcription by binding to pro-
moter sequences adjacent to genes. For most eukary-
otic genes, RNA polymerase cannot recognize and bind 
to a promoter unless transcription factors are present 
at the promoter. Transcription factors are DNA-binding 
proteins that can bind promoters and interact with 
RNA polymerase to stimulate transcription of a gene 
(Figure 2.15). In eukaryotes and prokaryotes, com-
mon transcription factors interact with promoters for 
many genes; however, both types of cells also use spe-
cific transcription factors that interact only with cer-
tain promoters. Transcription of some genes also 
depends on the binding of specific transcription factors 
to regulatory sequences adjacent to the promoter. In 

RNA synthesis

30 nt

80 nt
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FIGuRE 2.15 Promoters, Transcription Factors, and Enhancers
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492.4 RNA and Protein Synthesis

transcription factors that stimulate the expression of 
proteins needed for bone growth and development is 
helping scientists develop new drugs that can be used 
to stimulate bone growth in people suffering from 
forms of arthritis when their cells no longer produce 
the factors that stimulate bone growth.

bacteria use operons to regulate 
gene expression
Bacteria are very important organisms for many appli-
cations of biotechnology, such as the production of 
human proteins. Many initial studies on gene regula-
tion were carried out in bacteria. Bacteria and other 
microorganisms can and must rapidly control gene 
expression in response to environmental stimuli such 
as growth nutrients and changes in temperature and 
light intensity. One interesting aspect of gene expres-
sion and regulation in bacteria is that many bacterial 
genes are organized in arrangements called operons. 
Operons are essentially clusters of several related genes 
located together and controlled by a single promoter.

The genes of an operon can be regulated in 
response to changes within the cell. Operons can be 
stimulated (induced) or inhibited (repressed) depend-
ing on the needs of a cell. Many genes controlling 
nutrient metabolism by bacteria are organized as oper-
ons. Bacteria can use operons to tightly regulate gene 
expression in response to their nutrient requirements. 
Here we present a well-studied classic example of gene 
regulation in bacteria by describing the lac operon 
(Figure 2.16).

But testosterone and other activators don’t stimu-
late expression of all genes in all cells. Activators act 
only on those genes that contain enhancer sequences 
to which they can bind. Testosterone stimulates 
expression of genes involved in muscle and hair 
growth because these genes contain androgen-
response elements. Transcription of other genes with-
out androgen-response elements are not directly 
affected by the hormone. Incidentally, steroid abuse by 
bodybuilders and athletes looking to increase muscle 
mass and tone can cause serious long-term health 
effects, in part because steroids abnormally stimulate 
gene expression for prolonged periods of time.

Through activators and enhancers, cells can use 
transcriptional control to regulate gene expression 
and control cellular activities. Some genes even con-
tain repressor sequences that decrease transcription. 
Because different cells produce different transcrip-
tion factors and activator molecules, genes can be 
turned on in some tissues and not others. Skin cells 
turn on different genes than muscle cells do, so each 
cell type produces different proteins, giving each cell 
type different functions. Consequently tissue- and 
cell-specific gene expression is one way for cells to 
control the proteins they express even though all 
body cells contain the same genome. These impor-
tant control mechanisms are part of why different 
cells have different functions.

In addition, identifying the promoters, enhancer 
sequences, and transcription factors that bind to regu-
latory regions of a gene is important for making bio-
technology products. For instance, the identification of 
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mRNA
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Lactose in growth medium

I P O Z Y A
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Polypeptide folding
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FIGuRE 2.16 The lac operon By controlling the lac operon, bacterial cells can regulate 
gene expression in response to availability of the sugar lactose. In the absence of lactose, 
the lac repressor binds to the operator, blocking its transcription. In the presence of lactose, 
lactose binds and inactivates the repressor, allowing transcription of the operon to occur.

Thiago Fernandes


Thiago Fernandes


Thiago Fernandes


Thiago Fernandes




Chapter 2 An Introduction to Genes and Genomes50

expression through blocking translation of mRNA or 
by causing degradation of mRNA. MicroRNA genes 
produce RNA transcripts that are processed by 
enzymes (Drosha and Dicer) into short single-stranded 
pieces 21 to 22 nucleotides in length (Figure 2.17). 
The processed miRNAs then bind to a complex of 
proteins (called RISCs), which allows them to bind 
to mRNAs that are complementary to the miRNA 
sequence. Binding of miRNA to an mRNA sequence 
can either block translation by ribosomes or trigger 
enzymatic degradation of an mRNA. Both mecha-
nisms inhibit or silence expression by preventing 
the mRNA from being translated into a protein.

RNA-based mechanisms of gene silencing are gen-
erally referred to as RNA interference (RNAi). The 
identification of human genes that are silenced by 
miRNAs is currently a very active area of research. Sci-
entists are working on exploiting RNAi as a potentially 
promising way to use small RNA molecules to selec-
tively turn off or silence genes involved in human dis-
ease conditions (discussed in Chapters 3 and 11). As 
evidence of how valuable RNAi is as a research tech-
nique, the 2006 Nobel Prize in Physiology or Medicine 
was awarded to Andrew Fire of Stanford University 
and Craig Mello of the University of the Massachusetts 
School of Medicine for their discovery of this method 
for switching genes off.

2.5  Mutations: Causes 
and Consequences

We conclude with a brief discussion of how genes can be 
affected by mutations, or changes in the nucleotide 
sequences of DNA. Mutations are a major cause of 
genetic diversity. For instance, the underlying basis of 
the evolution of species to develop and acquire new 
characteristics is governed by mutations of genes over 
time. Mutations can also be detrimental. Mutation of a 
gene can result in the production of an altered protein 
that functions poorly or in some cases no longer encodes 
a functional protein. Such mutations can cause genetic 
diseases. In this section, we provide an overview of dif-
ferent types of mutations and their consequences.

Types of Mutations
Sometimes mutations occur through spontaneous 
events such as errors during DNA replication. For 
instance, DNA polymerase can insert the wrong nucle-
otide into a newly synthesized strand of DNA, say 
inserting a T where a C belongs. Even though enzymes 
in cells work to detect and correct mistakes, errors 
occasionally occur during DNA replication. Mutations 
can also be induced by environmental causes. For 

The lac operon consists of the following three 
genes:

■	 lacZ, encoding the enzyme β-galactosidase

■	 lacY, encoding the enzyme permease

■	 lacA, encoding the enzyme acetylase

Together, these three enzymes are necessary for 
the transport and breakdown of lactose by bacterial 
cells. Lactose, a sugar present in milk, is an important 
energy source for many bacteria. For bacteria to metab-
olize lactose, the sugar must be transported into cells by 
permease and then degraded into glucose and galactose 
by β-galactosidase. The function of acetylase is not 
clear, although it may play a role in protecting cells 
from the toxic products of lactose degradation. The lac 
operon is regulated by a protein called the lac repres-
sor, which is encoded by a separate gene called the lacI 
gene. When bacteria are grown in the absence of lac-
tose, the repressor protein uses helix-turn-helix motifs 
to bind a sequence within the lac operon promoter (p) 
called the operator (o). By binding to the operator, 
the repressor blocks RNA polymerase from binding to 
the promoter and blocks transcription of the Z, Y, and 
A genes in the operon (Figure 2.16). This is a nice way 
for bacteria to control their metabolism. Why expend 
energy transcribing genes and translating proteins if 
there is no lactose available for producing energy?

Conversely, in the presence of lactose, the sugars 
act as inducer molecules that stimulate transcription of 
the lac operon. Lactose binds to the lac repressor, 
changing the shape of the repressor protein and pre-
venting it from binding to the operator (Figure 2.16). 
With no repressor in its way, RNA polymerase can 
bind to the lac promoter and stimulate transcription of 
the operon. Transcribed mRNA from the operon is 
translated to produce the enzymes required by the cell 
to metabolize lactose.

MicroRNAs silence genes revealing a recent 
discovery of gene expression regulation
In 1998, scientists studying the roundworm Cae-
norhabditis elegans discovered small (21 or 22 nt) dou-
ble-stranded pieces of non-protein-coding RNA called 
short interfering RNA (siRNA), so named because 
they were shown to bind to mRNA and subsequently 
block or interfere with translation of bound mRNAs. 
For a short time it appeared that perhaps siRNAs were 
restricted to C. elegans, but while looking for siRNAs  
in other species, scientists discovered that microRNAs 
(miRNAs) are another category of small RNA mole-
cules that do not encode proteins. Genes for miRNAs 
have been identified in all multicellular organisms 
studied to date.

Like siRNAs, miRNAs are regulatory molecules 
that regulate gene expression by “silencing” gene 
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512.5 Mutations: Causes and Consequences

example, chemicals called mutagens, many of which 
mimic the structure of nucleotides, can mistakenly be 
introduced into DNA and change DNA structure. Expo-
sure to x-rays or ultraviolet light from the sun can also 
mutate DNA (That glowing tan you may enjoy during 
the summer is not as healthy as you think).

Regardless of how mutations arise, depending on 
the type of mutation, they may have no effect on 
protein production or they can dramatically change 
protein production and protein structure and func-
tion. Mutations can involve large changes in genetic 
information or single nucleotide changes in a gene, 
such as changing an A to a C or a G to a T. The most 
common mutations in a genome are single-nucleotide 
changes (or a few nucleotide mutations) called point 
mutations. Such mutations are commonly referred 
to as single-nucleotide polymorphisms (SNPs, 
pronounced “snips”), and they represent one major 

type of genetic variation in the genomes of different 
humans. We will discuss SNPs in several chapters. 
Point mutations often involve base-pair substitutions, 
in which a base pair is replaced by a different base 
pair; insertions, in which a nucleotide is inserted into 
a gene sequence; or deletions, the removal of a base 
pair (Figure 2.18 on the next page).

Mutations ultimately exert their effects on a cell 
by changing the properties of a protein, which in turn 
can affect traits.

Gene mutation can cause:
↓

Changes in protein structure and function; syn-
thesis of a nonfunctional protein or no protein 

synthesized can lead to:
↓

Change or loss of a trait

Partly complementary
to messenger RNA

Inhibition of translation
by blocking ribosome

binding

Exactly complementary
to messenger RNA
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FIGuRE 2.17 MicroRNAs silence Gene 
Expression Gene silencing by miRNAs is a multistep 
process. (1) MicroRNA genes transcribe a primary 
transcript called pri-RNA that (2) folds into a hairpin 
loop similar to the folding patterns of tRNA mole-
cules. (3) The enzyme Dicer cleaves pri-mRNAs into 
single-stranded miRNAs that are 21 to 22 nucleotides 
long. (4) MicroRNAs bind to a cluster of proteins to 
form a ribonucleoprotein complex. (5) This miRNA 
complex can then bind to mRNA molecules by com-
plementary base pairing with sequences that are an 
exact match or a close match to complementary 
sequences in the mRNA and miRNA. (5a) miRNA 
binding then silences gene expression by blocking 
translation or by targeting the bound mRNA for deg-
radation by enzymes in the cell.

Thiago Fernandes


Thiago Fernandes


Thiago Fernandes


Thiago Fernandes




Chapter 2 An Introduction to Genes and Genomes52

for the same amino acid (Figure 2.18). This is a silent 
mutation because it has no effect on the structure 
and function of the protein. Similarly, a mutation can 
change a codon so that a different amino acid is coded 
for. Such missense mutations are also considered 
“silent” if the new amino acid coded for doesn’t 
change the protein’s structure and function. However, 
if the newly coded amino acid changes the structure 

Proteins are large, complicated molecules. To 
work correctly, most proteins must be folded into 
complex three-dimensional shapes. Changing one or 
two amino acids in a protein can alter its overall 
shape, dramatically disrupting its function or in some 
cases preventing it from functioning at all. A mutation 
may have no effect on a protein if it changes the 
codon sequence of a gene to another codon that codes 
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Figure 2.18 Types of Mutations Mutations can influence the genetic code of mRNA 
and resulting proteins translated from a gene. Shown here is a portion of mRNA copied 
from a gene, but mutations generally occur within DNA. Mutations in a gene can have 
different effects on the protein that is translated.
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of the protein, its function may be significantly 
altered. Later, we consider a dramatic example of how 
a SNP is responsible for the human genetic condition 
called sickle cell disease.

Sometimes mutations called nonsense muta-
tions change a codon for an amino acid into a stop 
codon, which causes an abnormally shortened protein 
to be translated, usually creating a nonfunctional 
protein. Insertions or deletions can also dramati-
cally affect the protein produced from a gene by 
creating a frameshift mutation. As shown in Fig-
ure 2.18, the insertion of a nucleotide causes the 
reading frame of the codons to be shifted to the 
right of the insertion, changing the protein encoded 
by the mRNA. Frameshifts often create nonfunc-
tional proteins.

Mutations Can be Inherited or Acquired

It is important to realize that not all mutations have 
the same effect on body cells. The effects of a muta-
tion depend not only on the type of mutation s but 
also on the cell type in which it occurs. Gene mutations 
can be inherited or acquired. Inherited mutations 
are mutations passed to offspring through gametes—
sperm or egg cells. As a result, the mutation is present 
in the genome of all of the offspring’s cells. Inherited 
mutations can cause birth defects or inherited genetic 
diseases.

Acquired mutations occur in the genome of 
somatic cells and are not passed along to offspring. 
Although not inherited, acquired mutations can cause 
abnormalities in cell growth, leading to the formation 

It is an incredibly exciting time to con-
sider a career in genomics. Never before 
have there been greater opportunities 

or a wider variety of career options for anyone inter-
ested in genomes. In addition to studying the human 
genome, scientists are actively involved in studying 
the genomes of many other species, including model 
organisms such as mice, fruit flies, zebrafish, agricul-
turally important crop plants and plant pests, disease-
causing microbes, and marine organisms. As enormous 
amounts of genomic information become available, 
decades of work will be necessary to study what differ-
ent genes do. The process of deciphering the secrets 
contained in genomes will involve the combined ef-
forts of many people.

Career opportunities in genomics primarily fall into 
four major categories: laboratory scientists, clini-
cal doctors, genetic counselors, and bioinformatics 
experts. Laboratory scientists are the so-called bench 
scientists, because they conduct experiments at the 
lab bench daily. Lab scientists are often involved in 
carrying out experiments to discover and clone genes 
and study their functions. Entry-level lab scientist 
opportunities exist as lab technicians for those with 
associate’s and bachelor’s degrees; higher-level sci-
entist positions such as laboratory director positions 
require a master’s degree or a doctor of philosophy 
(PhD.) degree. Clinical doctors are M.D.-trained physi-
cians who conduct research and interact with patients 

as members of research teams. Clinical doctors may be 
involved in research studies to treat patients with new 
genetics-based treatments such as gene therapy proto-
cols. Physicians are also important because genomics is 
having profound effects on medicine and will continue 
to do so in the future. There is an increased emphasis 
on translational medicine designed to bring genetics 
research from the lab bench to the bedside by creat-
ing new genetics-based treatments of human diseases. 
Genetic counselors help people understand genomics 
information such as how genes affect disease suscepti-
bility. Counselor positions usually require a M.S. degree 
with training in psychology, biology, and genetics.

Bioinformatics is a discipline that merges biology 
with computer science. Bioinformatics involves stor-
ing, analyzing, and sharing gene and protein data. 
The tremendous amount of DNA sequence data being 
generated by genome projects has made bioinformatics 
a rapidly emerging area that is absolutely essential to 
genomics. Bioinformaticians generally have solid train-
ing in both biology and computer science, and they 
work together with bench scientists to analyze genome 
data. Most positions in bioinformatics require a B.S., 
M.S., or PhD. degree.

Visit the Human Genome Program Information page 
in Keeping Current: Web Links at the Companion Web-
site for an outstanding view of career possibilities in 
genetics; this site also includes links to many other 
valuable resources.

CAREER PRoFIlE

Careers in Genomics
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Mutations are the basis of variation in genomes 
and a cause of human genetic diseases
Mutations form the molecular basis of many human 
genetic diseases. Sickle cell disease was the first genetic 
disease discovered; its cause was pinpointed to a par-
ticular mutation (Figure 2.19). Sickle cell disease is 

of cancerous tumors as well as metabolic disorders and 
other conditions. For instance, prolonged exposure to 
ultraviolet light can cause acquired mutations in skin 
cells, leading to skin cancer. The effort to understand 
the genetic basis of cancer and many other human dis-
eases is a major area of biotechnology research.
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(Val) instead of a glutamic
acid (Glu).
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FIGuRE 2.19 Molecular basis of sickle-Cell Disease (a) Hemoglobin, the oxygen-
binding protein of red blood cells, consists of four polypeptide chains. A portion of the 
normal hemoglobin gene is shown here along with its transcribed mRNA and the first 
seven amino acids for one of the hemoglobin polypeptides, which contains a total of 146 
amino acids. (b) The defective gene that causes sickle cell disease contains a single 
base-pair change in its sequence that alters translation of the hemoglobin protein. This 
subtle change alters the shape of red blood cells, causing them to sickle.
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created by a single nucleotide change, a base-pair sub-
stitution, in the gene coding for one of the polypeptides 
in the protein hemoglobin, the oxygen-binding pro-
tein in red blood cells. Red blood cells contain millions 
of hemoglobin molecules, each of which consists of 
four polypeptide chains (Figure 2.19). A point muta-
tion in the β-globin gene changes the genetic code so 
that the gene codes for a different amino acid at posi-
tion 6 in one of the hemoglobin polypeptides. As a 
result, the amino acid valine, instead of glutamic acid, 
is inserted into sickle cell hemoglobin. Individuals with 
two defective copies of the hemoglobin gene suffer the 
effects of sickle cell disease. This subtle mutation alters 
the oxygen-transporting ability of hemoglobin and 
dramatically changes the shape of red blood cells to an 
abnormal sickled shape. Sickled cells block blood ves-
sels, and patients suffer from poor oxygen delivery to 
tissues, causing joint pain and other symptoms. Sickle 
cell disease is one of the best-understood inherited 
genetic disorders.

As scientists have learned more about the human 
genome, they have discovered that DNA sequences 
from people of different backgrounds around the 
world are very similar. Regardless of ethnicity, human 
genomes are approximately 99.9 percent identical. In 
other words, your DNA sequence is about 99.9 percent 
the same as DNA sequences from President Barack 
Obama, LeBron James, Britney Spears, Julia Roberts, 
Justin Bieber—or virtually any other human.

But because there is about a 0.1 percent difference 
in DNA between one individual and another, or 
around one base out of every thousand, this means 
that there are roughly 3 million differences between 
different individuals. Many of these variations are cre-
ated by mutation, and most of them have no obvious 
effects; however, other mutations strongly influence 
cell function, behavior, and susceptibility to genetic 
diseases. These variations are the basis of differences in 
all inherited traits among people, from height and eye 
color to personality, intelligence, and life span.

Most genetic variation between human genomes 
is created by SNPs. For instance, at a particular 
sequence, a certain base in a given region of DNA 
sequence from President Barack Obama may read “A,” 
Britney Spear’s sequence may read “T,” LeBron’s 
sequence may read “C,” and the same site in your 
sequence may read “G.” Most SNPs are harmless 
because they occur in intron regions of DNA; how-
ever, when they occur in exons, they can affect the 
structure and function of a protein, which can influ-
ence cell function and result in disease. Sickle cell dis-
ease is caused by an SNP. Refer to Figure 1.11, which 
shows a comparison of a gene sequence from three 
different people. An SNP in this gene in person 2 may 
have no effect on protein structure and function if it is 

a silent mutation. Other SNPs (person 3) cause disease 
if they change protein structure and function.

Later, we’ll consider several genetic disease condi-
tions, discuss how defective genes can be detected, and 
examine how scientists are working on gene therapy 
approaches to cure these diseases (Figure 2.20; see also 
Chapter 11 for more on genetic disease conditions).

2.6 Revealing the Epigenome

Our study of the genomes of humans and other spe-
cies has provided great insight on the epigenome 
and its influences on gene expression. The term epig-
enome refers to modifications in chromatin structure, 
which do not involve mutations in DNA sequence. 
Some epigenetic modifications are inherited, while 
others vary from generation to generation. Some 
epigenetic modifications may be reversible, while 
others are long-lasting. Epigenetic changes can differ 
between cell types in the body and in normal and 
diseased tissues. Diet and environmental conditions 
can influence the epigenome. We also know that 
epigenetics plays a major role in clarifying how pat-
terns of gene expression can vary during embryonic 
development.

The more we study the epigenome, the more we 
learn about how complex it is. We are only now 
beginning to truly appreciate the importance of the 
epigenome. So what kinds of chromatin modifica-
tions contribute to the epigenome? Epigenetic modi-
fications affect both DNA and histones. For example, 
the addition of methyl groups (-CH3) to DNA, known 
as methylation, commonly occurs on cytosine bases. 

FIGuRE 2.20 biotechnology Is being used to Detect and 
Correct Mutations
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adding methyl groups to histone proteins, have shown 
promise in treating specific malignant tumors and leu-
kemia. Keep in mind this brief introduction to the epi-
genome as you learn more about genomes and ways 
in which the biotechnology industry is working on 
treatments for genetic diseases.

Making a DiFFerenCe
Scientists around the world are working on a variety of cell 
therapy approaches to the treatment of human disease. For 
example, researchers at Rush University Medical Center and 
Emory University are investigating applications of a novel 
cell therapy using retinal pigmented epithelial cells (RPE 
cells) attached to tiny gelatin beads. In early-stage studies 
with human patients, these beads have been implanted in 
the brains of patients with Parkinson’s disease (PD). Patients 
treated so far are showing improvements in parkinsonian 
symptoms such as tremors, rigidity, slowness of move-
ments, and impaired balance and coordination. This cell 
therapy approach holds great promise, as some of the treat-
ed patients continue to show improvements 6 years or more 
after treatment. The RPE cells produce levodopa, a precur-
sor to the neurotransmitter dopamine, produced by neurons 
in the brain. Loss of dopamine-producing neurons is a ma-
jor cause of PD. In this approach, RPE cells are cultured in 
a lab and attached to gelatin beads, which are necessary for 
the cells to survive in the brain. Then the beads are im-
planted into patients. The implanted cells provide a source 
of levodopa, which can be used by local neurons to produce 
dopamine. Only time will tell if this approach will become a 
viable treatment option or cure for PD, but without ques-
tion there are many cell-based strategies under way to treat 
disease that will ultimately “make a difference” and allevi-
ate pain and suffering.

Methylation of histone proteins also occurs. Other 
examples of histone modifications include the addi-
tion of acetyl groups (CO CH3), or acetylation, and the 
addition of phosphate groups (PO4), or phosphorylation 
(Figure 2.21).

The extent to which methylation, acetylation, and 
phosphorylation affect a genome can vary greatly from 
one region of a chromosome to another. These chemi-
cal modifications work in complex ways to affect how 
DNA loops and folds in a chromosome. Such structural 
effects can ultimately influence how easily gene 
expression occurs in a particular region of a genome 
because epigenetic modifications affect how “accessi-
ble” a segment of DNA is to proteins involved in tran-
scription. For instance, heavily acetylated regions of a 
genome cause the DNA to maintain a more open and 
less compact arrangement that allows for transcrip-
tion. Removing acetyl groups from such a section of 
the genome typically inhibits transcription. Other epi-
genetic modifications that affect transcription include 
remodeling of histones and other DNA-binding pro-
teins which can mask or activate regions of a genome, 
variations in the types of histone proteins found in 
DNA, and the presence or absence of noncoding RNAs 
that can coat DNA and influence gene expression 
(Figure 2.21).

Because the epigenome regulates gene expression, 
almost every major pharmaceutical company and 
many biotech companies are working on epigenetics 
projects. We know that the epigenome is involved in 
many diseases, including cancer. Inhibiting or enhanc-
ing epigenetic modifications to target epigenetic 
changes that can affect gene expression for disease 
treatment is a very hot area of research. For example, 
a relatively new category of drugs called histone meth-
yltransferases (HMTs), which affect gene expression by 

DNA methylation Histone modifications
Histone
variants

Non-coding
RNAs

Remodelling
complexes

ncRNA
Me

MeP
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Histones

DNA

Chromatin
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Me Me

Figure 2.21 Chromatin Modifications involved in epigenetics The chromatin 
modifications shown here are responsible for many epigenetic influences on 
gene expression. These include DNA methylation (Me); histone modification by 
acetylation (Ac), phosphorylation (P), and methylation; remodeling of histones and 
other DNA-binding proteins; histone variations; and noncoding RNAs (ncRNAs).



57Questions & Activities

with the first base numbered “1.” Insert a “T” 
between bases 10 and 11, representing a base 
insertion mutation. Transcribe an mRNA from 
this new strand and translate it into a protein. 
Compare the amino acid sequence of this 
protein to the one translated in (a). What hap-
pened? Explain.

 8. Name the three types of RNA involved in protein 
synthesis and describe the function of each.

 9. What is an operon? How do bacteria use operons 
to regulate gene expression?

 10. What is gene expression regulation? Why is it 
important? Describe examples of ways in which 
gene expression can be regulated.

11. Diagram the process of semiconservative replica-
tion of DNA by drawing a replication fork and 
indicating important enzymes, proteins, and other 
components involved in this process. Provide a 
one-sentence description of the function of each 
component.

12. Why do some mutations affect changes in protein 
structure and function that can result in disease 
whereas other mutations have no significant 
effects on protein structure and function?

13. In a nucleotide of DNA, which carbon in the 
deoxyribose sugar is bonded to the nitrogenous 
base?

14. What is the epigenome and why are biotechnol-
ogy and pharmaceutical companies interested in 
the epigenome?

QuEsTIoNs & ACTIVITIEs

Answers can be found in Appendix 1.

 1. Compare and contrast genes and chromosomes 
and describe their roles in the cell.

 2. If the sequence of one strand of a DNA molecule 
is 5’-AGCCCCGACTCTATTC-3’, what is the 
sequence of the complementary strand?

 3. What does the phrase “gene expression” mean?

 4. Suppose you identified a new strain of bacteria. If 
the DNA content of this organism’s cells is 13% 
adenine, approximately what percentage of this 
organism’s genome consists of guanine? Explain 
your answer.

 5. Provide at least three important differences 
between DNA and RNA.

 6. Consider the following sequence of mRNA: 
5’-AGCACCAUGCCCCGAACCUCAAAGUGAAA-
CAAAAA-3’. How many codons are included in 
this mRNA? How many amino acids are coded 
for by this sequence? Use Table 2.3 to determine 
the amino acid sequence encoded by this mRNA. 
Note: Remember that mRNA molecules are actu-
ally much larger than the very short sequence 
shown here.

 7. Consider the following sequence of DNA:

  5’-TTTATGGG TTGGCCCGGGTCATGATT- 3’
  3’-AAATCCCAACCGGGCCCAGT ACTAA- 5’

a. Transcribe each of these sequences into 
mRNA. Which DNA sequence (top or bottom 
strand) produces a functional mRNA contain-
ing a start codon? What is the amino acid 
sequence of the polypeptide produced from 
this mRNA?

b. For the DNA strand producing a functional 
mRNA, number each base from left to right 

Visit www.pearsonhighered.com/biotechnology
To download learning objectives, chapter summary, 
“Keeping Current” web links, glossary, flashcards, and 
jpegs of figures from this chapter.

www.pearsonhighered.com/biotechnology
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Recombinant DNA
Technology and Genomics
After completing this chapter you 
should be able to:

■ Define recombinant DNA technology 
and explain how it is used to clone 
genes and manipulate DNA.

■ Compare and contrast different types 
of cloning vectors; describe their 
practical features and applications.

■ Discuss how DNA libraries are 
created and screened to identify 
cloned genes of interest.

■ Describe how agarose gel 
electrophoresis, polymerase chain 
reaction (PCR), DNA sequencing, 
and other molecular techniques 
are used to study gene structure, 
function, and expression.

■ Describe how whole-genome 
shotgun sequencing and high-
throughput sequencing techniques 
enable scientists to rapidly analyze 
genomes.

■ Understand major findings of the 
Human Genome Project, potential 
scientific and medical applications 
of knowledge about the human 
genome, and associated ethical, 
legal, and social issues.

■ Explain why genomics-related 
“omics” disciplines are developing 
rapidly as areas of research.

■ Provide examples of how 
bioinformatics can be used to 
analyze nucleic acid and protein 
sequences and structures.

Undergraduate biology students working on a recombinant DNA experiment.

3
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593.1 Introduction to Recombinant DNA Technology and  DNA Cloning

As you have learned, biotechnology is not a new 
science. However, the modern era of biotechnol-
ogy began when DNA cloning techniques were 

developed. Since the 1970s and continuing today, 
amazing and rapidly developing laboratory methods in 
recombinant DNA technology and genetic engi-
neering have changed molecular biology, basic sci-
ence, and medical research forever. In this chapter, we 
present an overview of recombinant DNA technology. 
We then take a look at an amazing range of techniques 
that scientists use to clone genes and study gene struc-
ture and function. The chapter concludes with an 
introduction to genomics and bioinformatics, which 
provide methods for studying genomes.

Forecasting the Future
There are many exciting potential future directions in 
recombinant DNA and genomics research. Without ques-
tion one area of substantial progress will be the comple-
tion of thousands of genome projects for different plants, 
animals, bacteria, viruses, and other organisms. Scientists 
continue to prospect genomes from organisms around the 
world to look for new genes with potential applications 
in biotechnology. Following on the success of the Human 
Genome Project, the use of genomic information for new 
applications—including novel methods for the early de-
tection of disease genes and novel gene-based treatment 
strategies for diseases such as cancer and many other hu-
man health conditions—holds tremendous promise for al-
leviating pain and suffering through biotechnology. And 
on the near horizon is the sequencing (personal genom-
ics) of individual genomes.

3.1  introduction to recombinant 
Dna technology and  
Dna cloning

When scientists James Watson and Francis Crick dis-
covered that the structure of DNA is a double-helical 
molecule, they hinted at the potential importance and 
impact of this discovery. However, not even these 
Nobel Prize winners could have imagined the aston-
ishing pace at which molecular biology would advance 
over the next half century.

In the years before and after Watson and Crick’s 
discovery, many other scientists contributed to our 
understanding of DNA as the genetic material of living 
cells. A number of researchers studied DNA structure 
and replication in bacteria and in bacteriophages. 
Bacteriophages, often simply called phages, are viruses 

that infect bacterial cells. Much of what we know about 
DNA replication and DNA-synthesizing enzymes has 
been learned from studying bacteria and phages. For 
example, recall that DNA ligase joins together adjacent 
DNA fragments (Okazaki fragments) during DNA repli-
cation (Chapter 2). As you will soon learn, DNA ligase is 
an important enzyme in recombinant DNA technology.

In the late 1960s, many scientists were interested 
in gene cloning; they speculated that it might be pos-
sible to clone DNA by cutting and pasting DNA from 
different sources (recombinant DNA technology). It 
may seem that the terms gene cloning, recombinant DNA 
technology, and genetic engineering describe the same 
process. Recombinant DNA technology is commonly 
used to make gene cloning possible, whereas genetic 
engineering often relies on recombinant DNA technol-
ogy and gene cloning to modify an organism’s genome. 
However, the terms recombinant DNA technology and 
genetic engineering are frequently used interchangeably. 
Clone is derived from a Greek word that describes a 
cutting (of a twig) that is used to propagate or copy a 
plant. A modern biological definition of a clone is a 
molecule, cell, or organism produced from another 
single entity. The laboratory methods required for 
gene cloning as described in this chapter are different 
from the techniques used to clone whole organisms 
(Chapter 7).

restriction enzymes and Plasmid  
Dna Vectors
In the early 1970s, gene cloning became a reality. 
Many nearly simultaneous discoveries and collabora-
tive efforts among several researchers led to the dis-
covery of two essential components that made gene 
cloning and recombinant DNA techniques possible—
restriction enzymes and plasmids (plasmid 
DNA). Restriction enzymes are DNA-cutting enzymes, 
and plasmid DNA is a circular form of self-replicating 
DNA that scientists can manipulate to carry and clone 
other pieces of DNA.

Microbiologists in the 1960s discovered that some 
bacteria are protected from destruction by bacterio-
phages because they can restrict phage replication. 
Swiss scientist Werner Arber proposed that restricted 
growth of phages occurred because some bacteria 
contained enzymes that could cut viral DNA into 
small pieces, thus preventing viral replication. Because 
of this ability, these enzymes were called restriction 
enzymes. In 1970, working with the bacterium 
Haemophilus influenzae, Johns Hopkins University 
researcher Hamilton Smith isolated HindIII, the first 
restriction enzyme to be well characterized and used 
for DNA cloning. Restriction enzymes are also called 
restriction endonucleases (endo, “within”; nuclease, 
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Chapter 3 Recombinant DNA Technology and Genomics60

“nucleic acid–cutting enzyme”) because they cut 
within DNA sequences as opposed to enzymes that cut 
from the ends of DNA sequences (exonucleases). 
Smith demonstrated that HindIII could be used to cut 
or digest DNA into small fragments. In 1978, Smith 
shared a Nobel Prize with Werner Arber and Daniel 
Nathans for their discoveries on restriction enzymes 
and their applications.

Restriction enzymes are primarily found in bac-
teria, and they are given abbreviated names based on 
the genus and species names of the bacteria from 
which they are isolated. For example, one of the first 
restriction enzymes to be isolated, EcoRI, is so named 
because it was discovered in the E. coli strain called 
RY13. Restriction enzymes cut DNA by cleaving the 
phosphodiester bond (in the sugar-phosphate back-
bone) that joins adjacent nucleotides in a DNA 
strand. However, restriction enzymes do not just 
randomly cut DNA, nor do all restriction enzymes 
cut DNA at the same locations. Like other enzymes, 
restriction enzymes show specificity for certain sub-
strates. For these enzymes, the substrate is DNA. As 
shown in Figure 3.1a, restriction enzymes bind to, 
recognize, and cut (digest) DNA within specific 
sequences of bases called restriction sites. Why 
don’t restriction enzymes digest DNA in bacterial 

cells? Bacteria protect their DNA from restriction 
enzyme digestion because some of the nucleotides in 
their DNA contain methyl groups that block restric-
tion enzymes from digestion (Figure 3.1b).

Restriction enzymes are commonly referred to as 
four- or six-base-pair cutters because they typically 
recognize restriction sites with a sequence of four or 
six nucleotides. Eight-base-pair cutters have also 
been identified. Each restriction site is a palindrome—
the arrangement of nucleotides reads the same for-
ward and backward on opposite strands of the DNA 
molecule. (Remember the word madam or the phrase 
a Toyota as examples of palindromes.) Some restric-
tion enzymes, such as EcoRI, cut DNA to create DNA 
fragments with overhanging single-stranded ends 
called “sticky” or cohesive ends (see Figure 3.1a); 
other enzymes generate fragments with double-
stranded ends called blunt ends. Table 3.1 shows 
some common restriction enzymes, their source 
microorganisms, and their restriction sites. Notice that 
the first three enzymes in the table are six-base-pair 
cutters that produce DNA molecules with cohesive 
ends. The fourth enzyme (TaqI) is a four-base-pair 
cutter that produces cohesive ends, and the lower 
three enzymes produce blunt-ended DNA fragments. 
Enzymes that produce cohesive ends are often 
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FiGURE 3.1 Restriction sites and Restriction Enzyme Action (a) Digestion of 
DNA by EcoRI produces DNA fragments with cohesive ends. (b) Methylation of the EcoRI 
restriction site by the enzyme EcoRI methylase blocks DNA cleavage by EcoRI. Note: 
Methylation of the EcoRI restriction site occurs on an adenine nucleotide, but methyla-
tion more frequently occurs on cytosine nucleotides.

Thiago Fernandes


Thiago Fernandes


Thiago Fernandes


Thiago Fernandes


Thiago Fernandes


Thiago Fernandes




613.1 Introduction to Recombinant DNA Technology and DNA Cloning 

digested by a particular restriction enzyme as long as 
the DNA has a restriction site for that enzyme. In the 
simplest sense, the discovery of restriction enzymes 
provided molecular biologists with the “scissors” 
needed to carry out gene cloning.

favored over blunt-end cutters for many cloning 
experiments because DNA fragments with cohesive 
ends can easily be joined together. DNA from any 
source—such as bacteria, humans, dogs, cats, frogs, 
dinosaurs, or ancient human remains—can be 

Table 3.1 Common ResTRiCTion enzymes

A - G

3�

5�

3�

5�

5�

3�A - G - C - T

T - C - G - A T - C 

3�

5�

3�

5�

5�

3�G - G - C - C

C - C - G - G

G - G - G

C - C - C

Source
Microorganism

Restriction SiteEnzyme

AluI

HaeIII

4914503023
Table 3.1

Hemophilus 
influenzae

Escherichia 
coli 

T

3�

5�

3�

5�

5�

3�T - C - G - A

A - G - C - T A - G - C

TaqIThermus 
aquaticus

Arthrobacter 
luteus

Haemophilus 
aegypticus

G

3�

5�

3�

5�

5�

3�G - G - A - T - C - C

C - C - T - A - G - G C - C - T - A - G           

BamHIBacillus 
amyloliquefaciens

C - C

3�

5�

3�

5�

5�

3�C - C - C - G - G - G

G - G - G - C - C - C

G - G 

5�

3�

5�

3�

C - T

G - A

C - C

G - G

5�

3�A - G - C - T - T

A

5�

3�A - A - T - T - C

G

5�

3� C - G - A

T

5�

3�G - A - T - C - C

G

5�

3�C - C - C

G - G - G

SmaISerratia
marcescens

A

3�

5�

3�

5�

5�

3�A - A - G - C - T - T

T - T - C - G - A - A T - T - C - G - A

HindIII

G

3�

5�

3�

5�

5�

3�G - A - A - T - T - C

C - T - T - A - A - G C - T - T - A - A 

EcoRI

Create Cohesive Ends

Create Blunt Ends

Thiago Fernandes


Thiago Fernandes




Chapter 3 Recombinant DNA Technology and Genomics62

In the early 1970s, Paul Berg, Herbert Boyer, Stan-
ley Cohen, and colleagues at Stanford University used 
gene cloning to change molecular biology forever. 
Berg founded recombinant DNA technology when he 
created a piece of recombinant DNA by joining 
together (splicing) DNA from the E. coli chromosome 
and DNA from a primate virus called SV40 (simian 
virus 40). Berg first isolated chromosomal DNA from 
E. coli and DNA from SV40. Then he cut both DNA 
samples with EcoRI, added E. coli DNA and viral 
DNA fragments to a reaction tube with the enzyme 
DNA ligase, and succeeded in creating a hybrid 
molecule of SV40 and E. coli DNA. The importance of 
this discovery was fully recognized when Paul Berg 
won the 1980 Nobel Prize in Chemistry for this experi-
ment, which demonstrated that DNA could be cut 
from different sources with the same enzyme and that 
the restriction fragments could be joined to create a 
recombinant DNA molecule. Berg shared this prize 
with Walter Gilbert and Frederick Sanger, who inde-
pendently developed methods for sequencing DNA—a 
process we discuss later in this chapter.

Berg worked with chromosomal DNA; Cohen was 
interested in the molecular biology of small circular 
pieces of DNA known as plasmids. Plasmid DNA is pri-
marily found in bacteria. Plasmids are primarily found, 

and are considered extrachromosomal DNA because 
they are present in the bacterial cytoplasm in addition 
to the bacterial chromosome. Plasmids are small; most 
average approximately 1,000 to 4,000 base pairs (bp) 
in size and they are self-replicating; that is, they dupli-
cate independently of the chromosome. Cohen studied 
plasmid replication, the transfer of plasmids between 
bacteria, and mechanisms of bacterial resistance to 
antibiotics.

Cohen postulated that plasmids could be used as 
vectors—pieces of DNA that can accept, carry, and 
replicate (clone) other pieces of DNA. Cohen and 
Boyer worked with two bacterial plasmids to clone 
DNA successfully. They published results describing 
these experiments in 1973. Many consider this work 
the informal birth of recombinant DNA technology. 
Using EcoRI, a restriction enzyme previously isolated 
by Herbert Boyer, they cut both plasmids and then 
joined fragments from each plasmid together using 
DNA ligase to create new hybrid (recombinant) plas-
mids. Recall that DNA ligase catalyzes the formation of 
phosphodiester bonds between nucleotides. Ligase can 
join together DNA with cohesive ends as well as blunt-
ended fragments. As a result of these and other experi-
ments, Cohen and Boyer produced the first plasmid 
vector for cloning purposes, called pSC101 and named 

Tools oF THE TRADE

Restriction enzymes are sophisticated 
“scissors” that molecular biologists use to 
manipulate DNA. Working with restriction 

enzymes has become easier over the 30 years, since 
Hamilton Smith and others pioneered their use. Over 
300 restriction enzymes are commercially available 
rather inexpensively. Many enzymes are readily available 
because they have been cloned using recombinant DNA 
technology, so they are made and isolated in large 
quantities. Commercially prepared enzymes come in 
conveniently sized prepackages with buffer solutions 
that provide all the components necessary for optimal 
enzyme activity. If researchers must work with an 
enzyme with which they are unfamiliar, they can use the 
restriction enzyme database REBASE, an outstanding 
tool for locating enzyme suppliers and enzyme specifics.

In addition, a variety of software packages and websites 
are available to assist scientists who work with restric-
tion enzymes and DNA sequences. For example, imagine 
that you are a molecular biologist who just cloned and 
sequenced a 7,200-bp piece of DNA and you want to see 
if there is an enzyme that will cut your gene to create a 

Restriction Enzymes

250-bp piece of DNA for a probe you want to make. Not 
too long ago, if you had a lot of enzymes in your freezer, 
you could digest this DNA and run gels to see if you could 
get a 250-bp piece, but this imprecise approach took a lot 
of time and resources. If you had sequenced your gene, 
you could scan the sequence with your eyes, looking for 
a restriction site of interest—a very time-consuming and 
eye-straining effort! The Internet makes this task much 
easier, because many websites function as online tools for 
analyzing restriction enzyme cutting sites. For example, 
in Webcutter, DNA sequences can be entered and searched 
to determine restriction enzyme cutting patterns (see 
problem 8 in “Questions & Activities”).

The widespread application of recombinant DNA tech-
niques in many areas of biological and medical research 
has led to hundreds of technique books, websites, and 
journals. In Biotechniques (a popular monthly journal), 
biologists publish and share information on molecular 
cloning techniques. Several sites that are commonly used 
for designing PCR primers, and other applications are 
provided in Keeping Current: Web Links, on the Compan-
ion Website.
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3.1 Introduction to Recombinant DNA Technology and DNA Cloning 63

“SC” for Stanley Cohen. pSC101 contained a gene for 
tetracycline resistance and restriction sites for several 
enzymes including EcoRI and HindIII. In subsequent 
work they used similar experiments to clone DNA 
from the South African claw-toed frog Xenopus laevis 

(another important model organism in genetics and 
developmental biology) into the EcoRI site of pSC101. 
Figure 3.2 illustrates how recombinant DNA can be 
formed in a process similar to that used in the Cohen 
and Boyer experiments.
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Figure 3.2 Creating recombinant DNA EcoRI binds to a specific sequence 
(5’-GAATTC-3’) and then cleaves the DNA backbone, producing DNA fragments. The single-
stranded ends of the DNA fragments can form hydrogen bonds with each other because 
they have complementary base pairs. DNA ligase can then catalyze the formation of cova-
lent bonds in the DNA backbones of the fragments to create a piece of recombinant DNA.
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Cohen and Boyer had created the first DNA clon-
ing vector—a vehicle for the insertion and replication 
of DNA—and in 1980 were awarded patents for 
pSC101 and for the gene splicing and cloning tech-
niques they had developed. These experiments ush-
ered in the birth of modern biotechnology, because 
many of the current techniques used for gene cloning 
and gene manipulations are based on these funda-
mental methods of recombinant DNA technology.

In 1974, as a direct result of the Berg, Cohen, and 
Boyer experiments, gene cloning pioneers and critics 
voiced concerns about the safety of genetically modi-
fied organisms. Scientists were concerned about what 
might happen if recombinant bacteria were to leave 
the lab or if such bacteria could transfer their genes to 
other cells or survive in other organisms, including 
humans. In 1975, an invited group of well-known 
molecular biologists, virologists, microbiologists, law-
yers, and journalists gathered at the Asilomar Confer-
ence Center in Pacific Grove, California, to discuss the 
benefits and potential hazards of recombinant DNA 
technology. As a result of the historic Asilomar meet-
ing, the National Institutes of Health (NIH) formed 
the Recombinant DNA Advisory Committee 
(RAC), which was charged with evaluating the risks 
of recombinant DNA technology and establishing 
guidelines for recombinant DNA research. In 1976, the 
RAC published a set of guidelines for working with 
recombinant organisms. The RAC continues to oversee 
gene cloning research, and compliance with RAC 
guidelines is mandatory for scientists working with 
recombinant organisms.

Transformation of bacterial Cells  
and Antibiotic selection of  
Recombinant bacteria
Cohen also made another important contribution to 
gene cloning, which made the pSC101 cloning experi-
ments possible. His laboratory demonstrated how 
transformation, a process for inserting foreign DNA 
into bacteria, could be used to reliably introduce DNA 
into bacteria. Cohen discovered that if he treated bacte-
rial cells with calcium chloride solutions, added plasmids 
to cells chilled on ice, and then briefly heated the cell 
and DNA mixture, plasmids entered bacterial cells. Once 
inside bacteria, plasmids replicate and express their 
genes. Transformation techniques are explained in 
greater detail later (Chapter 5). A more modern trans-
formation method, called electroporation, involves 
applying a brief (millisecond) pulse of high-voltage elec-
tricity to create tiny holes in the bacterial cell wall that 
allow DNA to enter. Electroporation can also be used to 
introduce DNA into mammalian cells and to transform 
plant cells.

Ligation of DNA fragments and transformation by 
any method are somewhat inefficient. During ligation, 
some of the digested plasmid ligates back to itself to 
create recircularized plasmid that lacks foreign DNA. 
During transformation, a majority of cells do not take 
up DNA.

Now that you have learned how DNA can be 
inserted into a vector and introduced into bacterial 
cells, we consider how recombinant bacteria—those 
transformed with a recombinant plasmid—can be dis-
tinguished from a large number of nontransformed 
bacteria and bacterial cells that contain plasmid DNA 
without foreign DNA. This screening process is called 
selection because it is designed to facilitate the identi-
fication of (selecting for) recombinant bacteria while 
preventing the growth of (selecting against) nontrans-
formed bacteria and bacteria that contain plasmid 
without foreign DNA.

Cohen and Boyer used antibiotic selection, a 
technique in which transformed bacterial cells are 
plated on agar plates with different antibiotics, as a 
way to identify recombinant bacteria and nontrans-
formed cells. For many years antibiotic selection was a 
widely used approach. Modern cloning techniques 
often incorporate other more popular selection strate-
gies, such as “blue-white” selection (the reason for this 
name will soon be obvious). In blue-white selection, 
DNA is cloned into a restriction site in the lacZ gene, as 
illustrated in Figure 3.3. Recall that the lacZ gene 
encodes β-galactosidase (β-gal), an enzyme that 
degrades the disaccharide lactose into the monosac-
charides glucose and galactose (Chapter 2). When it is 
interrupted by an inserted gene, the lacZ gene is inca-
pable of producing functional β-gal.

Transformed bacteria are plated on agar plates that 
contain an antibiotic—ampicillin, in this example. 
Nontransformed bacteria cannot grow in the presence 
of ampicillin because they lack plasmids containing  
an ampicillin resistance gene (ampR). But antibiotic 
selection alone does not distinguish transformed  
bacteria with nonrecombinant plasmid that has recir-
cularized from recombinant plasmids. To identify bac-
teria with recombinant plasmids, the agar must also 
contain a chromogenic (color-producing) substrate 
for β-gal called X-gal (5-bromo-4-chloro-3-indolyl- 
β-D-galactopyranoside). X-gal is similar to lactose in 
structure and turns blue when cleaved by β-gal. As a 
result, nonrecombinant bacteria—those that contain 
plasmid that ligated back to itself without insert 
DNA—contain a functional lacZ gene, produce β-gal, 
and turn blue. Conversely, recombinant bacteria are 
identified as white colonies. Because these cells contain 
plasmid with foreign DNA inserted into the lacZ gene, 
β-gal is not produced, and these cells cannot metab-
olize X-gal. Therefore, through blue-white selection, 
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3.1  Introduction to Recombinant DNA Technology and DNA Cloning 65

nontransformed and nonrecombinant bacteria are 
selected against and white colonies are identified or 
selected for as the desired colonies containing recombi-
nant plasmids. Colonies containing recombinant plas-
mids are clones—genetically identical bacterial cells 
each containing copies of the recombinant plasmids.

Introduction to Human Gene Cloning

Restriction enzymes, DNA ligase, and plasmids are 
major tools of molecular biologists for manipulating and 
cloning genes from virtually any source. With transfor-
mation, scientists had a way to introduce recombinant 
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plasmid
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 into bacteria by 
 transformation.
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DNA into bacterial cells. Recombinant DNA technology 
made it possible to cut and join together DNA frag-
ments, insert DNA into a plasmid (DNA cloned into a 
plasmid is commonly called insert DNA), and produce 
large amounts of the insert DNA by allowing bacteria to 
be the workhorses for replicating recombinant DNA.

If the cloned DNA fragment is a gene that encodes 
a protein product, bacterial cells could be used to syn-
thesize the protein product of the cloned gene. We call 
this expressing a protein. Molecular biologists recog-
nized that if human genes could be cloned and 
expressed, recombinant DNA technology would 
become an invaluable tool with powerful and exciting 
applications in research and medicine. Because bacte-
ria can be grown in large-scale preparations, scientists 
can produce large amounts of the cloned DNA and iso-
late quantities of protein that would normally be very 
difficult or expensive to purify without cloning (these 
processes are described in more detail in Chapters 4 
and 5). Because of recombinant DNA technology, a 
wide range of valuable proteins that are otherwise dif-
ficult to obtain can be produced from cloned genes.

The first commercially available human gene 
product of recombinant DNA technology was human 
insulin, a peptide hormone produced by cells in the 
pancreas called beta cells. When blood glucose rises—
for example, after eating a sugar-rich meal—insulin low-
ers blood glucose by stimulating glucose storage in liver 
and muscle cells as long chains of glucose called glyco-
gen. Individuals with type I, or insulin-dependent, 
diabetes mellitus do not produce insulin on their 
own. As a result of this insulin deficiency, diabetics 
experience excessively high blood sugar levels (hyper-
glycemia), which, over time, can lead to serious dam-
age to many bodily organs.

In 1977, the insulin gene was cloned into plas-
mids, expressed in bacterial cells, and isolated by scien-
tists at Genentech (named for genetic engineering 
technology), the San Francisco biotechnology company 
cofounded in 1976 by Herbert Boyer and Robert 
Swanson (details of the techniques used for cloning 
insulin are examined in Chapter 5). Genentech is gen-
erally regarded as the first biotechnology company.

In 1982, the recombinant form of human insulin, 
called Humulin, became the first recombinant DNA 
product to be approved for human applications by the 
U.S. Food and Drug Administration (FDA). Shortly 
after insulin became available, growth hormone—used 
to treat children who suffer from a form of dwarfism—
was cloned, and because of recombinant DNA technol-
ogy, a wide variety of other medically important pro-
teins that were once difficult to obtain in adequate 
amounts became readily available.

Prior to recombinant DNA technology, important 
hormones like insulin and growth hormone had to be 

isolated from tissues. Growth hormone was isolated from 
the pituitary glands of human cadavers. Not only was 
this process expensive and inefficient, but these isolations 
also carried with them the risk of unknowingly co-puri-
fying viruses and other pathogens as contaminants that 
could be passed to people receiving the hormone. There 
are now several hundred products of recombinant DNA 
technology on the market with widespread applications 
in basic research, medicine, and agriculture.

With a basic understanding of the techniques 
involved in manipulating a piece of DNA, in the next 
section we go on to examine some important aspects 
of DNA vectors and how different vectors are chosen 
and used depending on what is to be accomplished.

3.2 What makes a Good Vector?

The number of different DNA vectors, vector functions, 
and applications has increased substantially since Stan-
ley Cohen constructed pSC101. Plasmids are still the 
most commonly used cloning vectors because they 
allow for the routine cloning and manipulation of small 
pieces of DNA that form the foundation for many tech-
niques used daily in a molecular biology laboratory. In 
addition, it is fairly simple to transform bacterial cells 
with plasmids and relatively easy to isolate plasmids 
from bacterial cells. One of the first widely used plas-
mid vectors, called pBR322, was designed to include 
genes for ampicillin and tetracycline resistance and sev-
eral useful restriction sites. However, plasmid cloning 
vectors have been engineered over the years to incor-
porate a number of other important features that have 
made pBR322 obsolete.

Practical Features of DNA 
Cloning Vectors
Plasmid cloning vectors usually include most of the 
following desirable and practical features:

■ Size—They should be small enough to be easily 
separated from the chromosomal DNA of the host 
bacteria.

■ Origin of replication (ori)—Site for DNA replication 
that allows plasmids to replicate separately from 
the host cell’s chromosome. The number of plas-
mids in a cell is called copy number. The normal 
copy number of plasmids in most bacterial cells 
is small (usually less than 12 plasmids per cell); 
however, many of the most desirable cloning 
plasmids are known as high-copy-number plas-
mids because they replicate to create hundreds or 
thousands of plasmid copies per cell.
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■ Multiple cloning site (MCS)—The MCS is a segment 
of DNA with recognition sites for different common 
restriction enzymes (see Figure 3.3a). These sites 
are engineered into the plasmid so that digestion 
of the plasmid with restriction enzymes does not 
result in the loss of a fragment of DNA. Rather, 
the circular plasmid simply becomes linearized 
when it is digested with a restriction enzyme. 
An MCS provides for great flexibility in the 
range of DNA fragments that can be cloned into 
a plasmid because it is possible to insert DNA 
fragments generated by cutting with many dif-
ferent enzymes.

■ Selectable marker genes—These genes allow for the 
selection and identification of bacteria that have 
been transformed with a recombinant plasmid. 
Some of the most common selectable markers are 
genes for ampicillin resistance (ampR), tetracy-
cline resistance (tetR), and the lacZ gene used for 
blue-white selection.

■ RNA polymerase promoter sequences—These 
sequences are used for the transcription of RNA 
in vivo and in vitro by RNA polymerase. Recall 
that RNA polymerase copies DNA into RNA 
during transcription (Chapter 2). In vivo, these 

sequences allow bacterial cells to make RNA from 
cloned genes, which in turn leads to protein syn-
thesis. In vitro, transcribed RNA can to synthesize 
RNA “probes,” which are useful in studying gene 
expression (Section 3.4).

■ DNA sequencing primer sequences—These sequences 
permit nucleotide sequencing of cloned DNA frag-
ments that have been inserted into the plasmid 
(Section 3.4).

Types of Vectors
Just as one screwdriver cannot be used for all sizes and 
types of screws, bacterial plasmid vectors cannot be 
used for all applications in biotechnology. There are 
limitations to how plasmids can be used in cloning. 
One primary limitation is the size of the DNA frag-
ment that can be inserted into a plasmid. Insert size 
usually cannot exceed approximately 6 to 7 kilobases 
(1 kb = 1,000 bp). In addition, sometimes bacteria 
express proteins from eukaryotic genes poorly. Because 
of these limitations, molecular biologists have developed 
many other types of DNA vectors, each of which has 
particular benefits depending on the cloning application. 
Table 3.2 compares the important features, sources, and 
applications of different types of cloning vectors.

Table 3.2 a comparison of Dna VecTors anD Their applicaTions

Vector Type maximum insert size (kb) applications limitations

Bacterial plasmid 
vectors (circular)

~ 6–12 DNA cloning, protein expression, 
subcloning, direct sequencing of 
insert DNA

Restricted insert size; limited expression 
of proteins; copy number problems;  
replication restricted to bacteria

Bacteriophage 
vectors (linear)

~ 25 cDNA, genomic and expression 
libraries

Packaging limits DNA insert size; host  
replication problems

Cosmid (circular) ~ 35 cDNA and genomic libraries, 
cloning large DNA fragments

Phage packaging restrictions; not ideal for 
protein expression; cannot be replicated 
in mammalian cells

Bacterial 
artificial 
chromosome 
(BAC, circular)

~ 300 Genomic libraries, cloning large 
DNA fragments

Replication restricted to bacteria; cannot 
be used for protein expression

Yeast artificial 
chromosome 
(YAC, circular)

200–2,000 Genomic libraries, cloning large 
DNA fragments

Must be grown in yeast; cannot be used in 
bacteria

Ti vector 
(circular)

Varies depending on type 
of Ti vector used

Gene transfer in plants Limited to use in plant cells only;  
number of restriction sites randomly  
distributed; large size of vector not  
easily manipulated
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bacteriophage vectors
DNA from bacteriophage lambda (λ) was one of the 
first phage vectors used for cloning. The λ chromo-
some is a linear structure approximately 49 kb in 
size. Cloned DNA is inserted into restriction sites in 
the center of the λ chromosome. Recombinant chro-
mosomes are then packaged into viral particles in 
vitro, and these phages are used to infect E. coli 
growing as a lawn (a continuous layer covering the 
plate). At each end of the λ chromosome are 12 
nucleotide sequences called cohesive sites (COS), 
which can base pair with each other. When λ infects 
E. coli as a host, the λ chromosome uses COS sites to 
circularize and then replicate. Bacteriophage λl repli-
cates through a process known as a lytic cycle. As λ 
replicates to create more viral particles, infected E. 
coli are lysed (to lyse means to split or rupture) by λ, 
creating zones of dead bacteria called plaques, 
which appear as cleared spots on the bacterial lawn. 
Each plaque contains millions of recombinant phage 
particles. An advantage of these vectors is that they 
allow for the cloning of larger DNA fragments (up to 
approximately 25 kb) than plasmids. Phage vectors 
are no longer very widely used.

Cosmid vectors
Cosmid vectors contain COS ends of λ DNA, a plas-
mid origin of replication, and genes for antibiotic 
resistance, but most of the viral genes have been 
removed. DNA is cloned into a restriction site and 
the cosmid is packaged into viral particles, as is done 
with bacteriophage vectors, and used to infect E. coli, 
wherein cosmids replicate as a low-copy-number 
plasmid. Bacterial colonies are formed on a plate, 
and recombinants can be screened by antibiotic 
selection. One advantage of cosmids is that they 
allow for the cloning of DNA fragments in the 20- to 
45-kb range. But much like phage vectors, because 
of the development of other types of vectors, cosmid 
vectors are no longer very widely used and have lim-
ited applications.

Expression vectors
Protein expression vectors allow for the high-level 
synthesis (expression) of eukaryotic proteins within 
bacterial cells because they contain a prokaryotic 
promoter sequence adjacent to the site where DNA is 
inserted into the plasmid. Bacterial RNA polymerase 
can bind to the promoter and synthesize large 
amounts of RNA (for the insert), which is then trans-
lated into protein. Protein may then be isolated using 
biochemical techniques (described in Chapter 4). 
However, it is not always possible to express a func-
tional protein in bacteria. For example, bacterial 
ribosomes sometimes cannot translate eukaryotic 

mRNA sequences. If a protein is produced, it may 
not fold and be processed correctly, as occurs in 
eukaryotic cells that use organelles to fold and mod-
ify proteins. Also, making some recombinant prod-
ucts in bacteria can be a problem because E. coli often 
does not secrete proteins; therefore expression vec-
tors are often used in Bacillus subtilis, a strain more 
suitable for protein secretion.

In some cases, the host bacteria can recognize 
recombinant proteins as foreign and degrade the pro-
tein, whereas in others the expressed protein is lethal 
to the host bacterial cells. Certain viruses, such as 
SV40, can be used to deliver expression vectors into 
mammalian cells. Typically SV40-derived vectors con-
tain a strong (viral) promoter sequence for high-level 
transcription and a poly(A) addition signal for adding a 
poly(A) tail to the 3’ end of synthesized mRNAs. Vari-
ations of such vectors have been used for human gene 
therapy.

bacterial artificial chromosomes
Bacterial artificial chromosomes (BACs) are large 
low-copy-number plasmids present as one to two cop-
ies in bacterial cells and they containing genes that 
encode the F-factor (a unit of genes controlling bacte-
rial replication). BACs can accept DNA inserts in the 
100- to 300-kb range. BACs were widely used in the 
Human Genome Project to clone and sequence large 
pieces of human chromosomes.

yeast artificial chromosomes
Yeast artificial chromosomes (YACs) are small 
plasmids grown in E. coli and introduced into yeast 
cells (such as Saccharomyces cerevisiae). A YAC is a min-
iature version of a eukaryotic chromosome. YACs con-
tain an origin of replication, selectable markers, two 
telomeres, and a centromere that allows for replication 
of the YAC and segregation into daughter cells during 
cell division. Foreign DNA fragments are cloned into a 
restriction site in the center of the YAC. YACs are par-
ticularly useful for cloning large fragments of DNA 
from 200 kb to approximately 2 megabases (mb =  
1 million bases) in size. Like BACs, YACs played an 
important role in the cloning efforts of the Human 
Genome Project.

Ti vectors
Ti vectors are naturally occurring plasmids (around 
200 kb in size) isolated from the bacterium Rhizobium 
radiobacter (formerly called Agrobacterium tumefaciens 
and recently renamed on the basis of genome data) a 
soil-borne plant pathogen that causes a condition in 
plants called crown gall disease. When R. radiobacter 
enters host plants, a piece of DNA (T-DNA) from the Ti 
plasmid (Ti stands for tumor-inducing) inserts into the 
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host chromosome. T-DNA encodes for the synthesis of 
a hormone called auxin, which weakens the host’s cell 
wall. Infected plant cells divide and enlarge to form a 
tumor (gall). Plant geneticists recognized that if they 
could remove auxin and other detrimental genes from 
the Ti plasmid, the resulting vector could be used to 
deliver genes into plant cells. Ti vectors are widely 
used to transfer genes into plants as you will learn in 
Chapter 6.

Now that we have examined different types of 
vectors and their applications, in the next section we 
will turn our attention to how scientists can use 
recombinant DNA technology to identify and clone 
genes of interest.

3.3  How Do You Identify and 
Clone a Gene of Interest?

Cutting and pasting different pieces of DNA to pro-
duce a recombinant DNA molecule has become a rou-
tine technique in molecular biology. But the types of 
cloning experiments we have described so far allow 
for the random cloning of DNA fragments based on 
restriction enzyme cutting sites, not precise cloning of 
a single gene or particular piece of DNA of interest. 
For example, if you were interested in cloning the 
insulin gene and you simply took DNA from the pan-
creas, cut it with enzymes, and then ligated digested 
DNA into plasmids, you would create hundreds of 
thousands of recombinant plasmids and not just 
recombinant plasmids that contain only the insulin 
gene.

Molecular biologists call this approach “shotgun” 
cloning, because many fragments are randomly cloned 
at once and no individual gene is specifically targeted 
for cloning. How would you know which recombinant 
plasmid contained the insulin gene? Moreover, if the 
insulin gene (or adjacent sequences) does not have 
restriction sites for the restriction enzyme you used, 
you might not have any recombinant plasmids con-
taining the insulin gene. Even if you did create plas-
mids with the insulin gene, how would you separate 
these from the other recombinant plasmids? So how 
do you find a particular gene of interest and clone only 
the DNA sequence that you want to study? These 
questions can often be answered by a cloning approach 
involving DNA libraries.

Creating DNA Libraries: Building a 
Collection of Cloned Genes
Many cloning strategies begin by preparing a DNA 
library—a collection of cloned DNA fragments from a 

particular organism contained within bacteria or 
viruses as the hosts. Libraries can be saved for rela-
tively long periods of time and “screened” to pick out 
different genes of interest. Two types of libraries are 
typically used for cloning, genomic DNA libraries 
and complementary DNA libraries (cDNA librar-
ies). Figure 3.4 on the next page shows how genomic 
libraries and cDNA libraries are constructed.

Genomic versus cDNA libraries
In a genomic library, chromosomal DNA from the tis-
sue of interest is isolated and then digested with a 
restriction enzyme (see Figure 3.4a). This process pro-
duces fragments of DNA that include the organism’s 
entire genome. A plasmid, BAC, YAC, or bacterio-
phage vector is digested with the same enzyme, and 
DNA ligase is used to ligate genomic DNA pieces and 
vector DNA randomly. In theory, all DNA fragments in 
the genome will be cloned into a vector. Recombinant 
vectors are then used to transform bacteria, and each 
bacterial cell clone will contain recombinant vector 
with a plasmid containing a genomic DNA fragment. 
Consider each clone a “book” in this “library” of DNA 
fragments. One disadvantage of creating this type of 
library for eukaryotic genes is that non-protein-coding 
pieces of DNA, called introns, are cloned in addition to 
protein-coding sequences (exons). Because a majority 
of DNA in any eukaryotic organism consists of introns, 
many of the clones in a genomic library will contain 
non-protein-coding pieces of DNA. Another limitation 
of genomic libraries is that many organisms, including 
humans, have such large genomes that searching for a 
gene of interest would be like searching for a needle in 
a haystack.

In a cDNA library, mRNA from the tissue of 
interest is isolated and used for making the library. 
However, mRNA cannot be cut directly with restric-
tion enzymes, so it must be converted to a double-
stranded DNA molecule. An enzyme called reverse 
transcriptase (RT) is used to catalyze the synthesis 
of single-stranded DNA from the mRNA (see Figure 
3.4b). This enzyme is made by viruses called retrovi-
ruses—so named because they are exceptions to the 
usual flow of genetic information. Instead of having a 
DNA genome that can be used to make RNA, retrovi-
ruses have an RNA genome. After infecting host cells, 
they use RT to convert RNA into DNA, so that they 
can replicate. Human immunodeficiency virus (HIV), 
the causative agent of acquired immunodeficiency 
syndrome (AIDS), is a retrovirus. As we will discuss, 
retroviruses also have important applications in bio-
technology as gene therapy vectors (Chapter 11). 
Because RT synthesizes DNA that is an exact copy of 
mRNA, it is called complementary DNA (cDNA). 
The mRNA is degraded by treatment with an alkaline 
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solution or enzymatically digested; then DNA poly-
merase is used to synthesize a second strand to create 
double-stranded cDNA.

Because cDNA sequences do not necessarily have 
a convenient restriction site at each end, short, double-
stranded DNA sequences called linker sequences are 
often enzymatically added to the ends of the cDNA. 
Linkers contain restriction sites. Different linkers for 
different restriction sites are commercially available. 

By adding linkers, cDNA can now be ligated into a 
convenient restriction site in a vector of choice, often a 
plasmid. The recombinant plasmid is then used to 
transform bacteria.

One primary advantage of cDNA libraries over 
genomic libraries is that they are a collection of actively 
expressed genes in the cells or tissue from which the 
mRNA was isolated. Also, introns are not cloned in a 
cDNA library. By contrast, when cloned genomic DNA, 

Figure 3.4 Comparison of a Human genomic DNA Library and a cDNA 
Library (a) Human DNA is cleaved with a restriction enzyme to create a series of smaller 
fragments that are cloned into plasmids or other vectors. A (human) genomic library 
consists of a collection of bacteria each containing a different fragment of human DNA. 
In theory, all DNA fragments from the genome will be represented in the library. (b) In a 
cDNA library, mRNA is converted into cDNA by the enzyme reverse transcriptase. Linkers 
containing a restriction site are added to the cDNA to create cohesive ends. The cDNA 
can now be cloned into a plasmid for subsequent replication in bacteria.
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containing introns and exons is inserted into bacteria, 
the cells cannot splice mRNA transcribed from this 
DNA and remove introns. For this reason, cDNA librar-
ies are typically preferred over genomic libraries when 
attempting to clone and express a gene of interest.

Another advantage of cDNA libraries is that they 
can be created and screened to isolate genes that are 
primarily expressed only under certain conditions in a 
tissue. For example, if a gene is expressed only in a 
tissue stimulated by a hormone, researchers make 
libraries from hormone-stimulated cells to increase 
the likelihood of cloning hormone-sensitive genes. 
Libraries have become such a routine aspect of molec-
ular biology that many companies sell libraries pre-
pared from a range of tissues from different species. 
One disadvantage is that cDNA libraries can be diffi-
cult to create and screen if a source tissue with an 
abundant amount of mRNA for the gene is not avail-
able. But as you will learn, a technique called the poly-
merase chain reaction (PCR) can frequently solve this 
problem.

Library screening 
Once either a genomic library or a cDNA library is cre-
ated, it must be screened to identify the genes of interest. 
One of the most common library screening techniques 
is called colony hybridization (Figure 3.5). In col-
ony hybridization, bacterial colonies from the library 
containing recombinant DNA are grown on an agar 
plate. A nylon or nitrocellulose membrane is placed 
over the plate, and some of the bacterial cells attach 
to the membrane at the same location where they 
are found on the plate. If bacteriophage vectors are 
used, phages are transferred onto the nylon. The 
nylon is treated with an alkaline solution to lyse bac-
teria and denature their DNA, which binds to the 
nylon as single-stranded molecules. Typically, the 
nylon is then incubated with a DNA probe, a single-
stranded DNA fragment that is complementary to 
the gene of interest because it can base pair by 
hydrogen bonding to the target DNA to be cloned. 
Probes are “tagged” or labeled using either a radioac-
tive nucleotide or, more commonly, a fluorescent 
dye or other compounds that can be used to catalyze 
light-releasing reactions called chemilumines-
cence. The dye makes it possible to track the probe 
to determine where it binds. The probe binds to 
complementary sequences on the nylon—a process 
is called hybridization.

The nylon is then washed to remove excess 
unbound probe and exposed to photographic film in a 
process called autoradiography. Anywhere the 
probe has bound to the filter, radioactivity from radio-
active probes or released light (fluorescence or chemi-
luminescence) from nonradioactive probes exposes 
silver grains in the film. Depending on the abundance 

Figure 3.5 Colony Hybridization: Library Screening 
with a DNA Probe to identify a Cloned gene of interest
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of the gene of interest, there may be only a few colonies 
(or plaques) on the filter that hybridize to the probe. 
Film is developed to create a permanent record, called 
an autoradiogram (or autoradiograph), which is then 
compared with the original plate of bacterial colonies 
to identify which colonies contained recombinant 
plasmid with the gene of interest. These colonies can 
now be grown on a larger scale to isolate the cloned 
DNA. Often, when hybridization is done using fluo-
rescent or chemiluminescent probes, a digital imaging 
instrument can be used to detect probe binding and 
then a photograph aligned with the bacterial plate to 
identify colonies of interest.

The type of probe used for library screening 
often depends on what is already known about the 
gene of interest. For example, the screening probe is 
frequently a gene cloned from another species. A 
cDNA clone of a gene from a rat or mouse is often a 
very effective probe for screening a human genomic 
or cDNA library, because many gene sequences in 
rats and mice are similar to those found in human 
genes. If the gene of interest has not been cloned in 
another species but some information is available 
about the protein sequence, a series of chemically 
synthesized oligonucleotides can be made based 
on a prediction of codons that can code for the 
known protein sequence. If some partial amino acid 
sequence is known for a protein encoded by a gene 
to be cloned, it is possible to “work backward” and 
design oligonucleotides based on the predicted 
nucleotides that coded for the amino acid sequence. 
In addition, if an antibody is available for the pro-
tein encoded by the gene of interest, an expression 
library, which results in protein expression in bacte-
ria, can be used, and the library can be screened 
with the antibody to detect colonies expressing the 
recombinant protein.

Library screening rarely results in the isolation of 
clones that contain full-length genes. It is more com-
mon to obtain clones with small pieces of the gene of 
interest (one reason why this occurs with cDNA 
libraries is because it may be difficult to isolate full-
length mRNA or synthesize full-length cDNA for the 
gene of interest). When small pieces of a gene are 
cloned, scientists sequence these pieces and look for 
sequence overlaps. Overlapping fragments of DNA 
can then be pieced together like a puzzle in an attempt 
to reconstruct the full-length gene. This often requires 
screening the library several times, with large num-
bers of bacteria being plated and used for colony 
hybridization. Looking for start and stop codons in the 
sequenced pieces is one way to predict if the entire 
gene has been pieced together. Through this process, 
overlapping fragments can be pieced together to 
assemble an entire gene.

Later in this chapter we will discuss how whole-
genome shotgun sequencing strategies can enable 
scientists to sequence entire genomes. Because of 
genomic studies, libraries are becoming a less common 
way to identify and clone genes. Instead of using a 
library to identify one or a few genes at a time, genom-
ics enables scientists to identify sequences for all genes 
in a genome.

Polymerase Chain Reaction
Although libraries are very effective and commonly 
used for cloning and identifying a gene of interest, the 
polymerase chain reaction (PCR) is a much more 
rapid approach to cloning than building and screening 
a library. PCR is often the technique of choice when 
cloning genes but it also has many other applications. 
Developed in the mid-1980s by Kary Mullis, PCR 
turned out to be a revolutionary technique that has 
had an impact on many areas of molecular biology. In 
1993, Mullis won the Nobel Prize in Chemistry for his 
invention. PCR is a technique for making copies or 
amplifying a specific sequence of DNA in a short period 
of time. The concept behind a PCR reaction is remark-
ably simple. Target DNA to be amplified is added to a 
thin-walled tube and mixed with deoxyribonucleo-
tides (dATP, dCTP, dGTP, dTTP), buffer, and DNA 
polymerase. A paired set of primers is added to the 
mixture. Primers are short single-stranded DNA oligo-
nucleotides usually around 20 to 30 nucleotides long. 
These primers are complementary to nucleotides 
flanking opposite ends of the target DNA to be ampli-
fied (Figure 3.6).

The reaction tube is then placed in a thermal cycler. 
In the simplest sense, a thermal cycler is a sophisti-
cated heating block that is capable of rapidly changing 
temperature over very short time intervals. The ther-
mal cycler takes the sample through a series of reactions 
called a PCR cycle (Figure 3.6). Each cycle consists of 
three stages. In the first stage, called denaturation, the 
reaction tube is heated to approximately 94°C to 
96°C, causing separation of the target DNA into single 
strands. In the second stage, called hybridization (or 
annealing), the tube is then cooled slightly to between 
55°C and 65°C, which allows the primers to hydrogen 
bond to complementary bases at opposite ends of the 
target sequence. During extension (or elongation), 
the last stage of a PCR cycle, the temperature is usu-
ally raised slightly (to about 70°C to 75°C), and DNA 
polymerase copies the target DNA by binding to the 
3’ ends of each primer and using the primers as 
templates. DNA polymerase adds nucleotides to the 
3’ end of each primer to synthesize a complementary 
strand.

At the end of one complete cycle, the amount of 
target DNA has been doubled. The thermal cycler 
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3.3 How Do You Identify and Clone a Gene of Interest? 73

produced from a reaction starting with one molecule 
of target DNA.

One key to PCR is the type of DNA polymerase 
used in the reaction. The repeated heating and cooling 
required for PCR would denature and destroy most 
DNA polymerases after just a few cycles. Several 
sources of PCR-suitable DNA polymerases are avail-
able. One of the first and most popular enzymes for 
PCR is known as Taq DNA polymerase. Taq is iso-
lated from the domain Archaea called Thermus aquati-
cus, a species that thrives in hot springs. Because 
T. aquaticus is adapted to live in hot water (it was first 
discovered in the hot springs of Yellowstone National 
Park), it has evolved a DNA polymerase that can 
withstand high temperatures. Because Taq is stable at 
high temperatures, it can withstand the temperature 
changes necessary for PCR without being denatured. 
Thermostable polymerases such as Taq are essential 
for PCR.

There are many variations and different applica-
tions in PCR technology. For example, real-time or 
quantitative PCR (qPCR), uses specialized thermal 
cyclers that enable researchers to quantify amplifica-
tion reactions as they occur. We will discuss qPCR later 
in this chapter. An excellent tutorial on PCR can be 
viewed at the Cold Spring Harbor DNA Learning Cen-
ter website listed at the Companion Website.

PCR has widespread applications in research and 
medicine, such as making DNA probes, studying gene 
expression, amplifying minute amounts of DNA to 
detect viral pathogens and bacterial infections, ampli-
fying DNA to diagnose genetic conditions, detecting 
trace amounts of DNA from tissues at a crime scene, 
and even amplifying ancient DNA from fossilized dino-
saur tissue (Figure 3.7). Many PCR applications are 
described throughout the book.

Cloning PCR products
PCR is often used instead of library screening 
approaches for cloning a gene because it is rapid and 
effective (Figure 3.8). A disadvantage of PCR clon-
ing is that, to design primers, you need to know 
something about the DNA sequences that flank your 
gene of interest. Cloning by PCR is easiest if the gene 
has already been cloned in another species—for 
instance, using primers for a gene cloned previously 
from mice to clone the equivalent gene from 
humans.

There are many ways to clone a gene using PCR. 
One modern approach to PCR cloning takes advantage 
of an interesting quirk of thermostable polymerases. As 
DNA is copied, Taq and other polymerases used for 
PCR normally add a single adenine nucleotide to the 3’ 
end of all PCR products (Figure 3.8). After amplifying a 

FiguRe 3.6 The Polymerase Chain Reaction
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repeats these three stages again according to the total 
number of cycles determined by the researcher, usually 
20 or 30 cycles. The greatest advantage of PCR is its 
ability to amplify millions of copies of target DNA from 
a very small amount of starting material in a short 
period of time. Because the target DNA is doubled 
after every round of PCR, after 20 cycles of PCR, 
approximately 1 million copies (220) of target DNA are 
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FiGURE 3.7 PCR Applications The amplification of DNA by PCR has become an 
essential technique in molecular biology with a wide range of different applications. 
Examples of some of the more common biotechnology-related applications are repre-
sented in this figure.
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target gene, cloned PCR products can be ligated into 
plasmids called T vectors. T vectors contain a single-
stranded thymine nucleotide at each end that can com-
plementarily base pair with overhanging adenine 
nucleotides in PCR products. Once ligated into a T vec-
tor, the recombinant plasmid containing the cloned 
PCR product can be introduced into bacteria and its 
nucleotide sequence can be determined.

Now that you have learned some of the most com-
mon strategies used to clone genes, in the next section 
we will consider a wide range of different approaches 
that scientists use to study cloned genes.

3.4  laboratory Techniques and 
Applications of Recombinant 
DNA Technology

Why clone DNA? What can you do with a cloned 
gene? There are numerous applications of gene clon-
ing and recombinant DNA technology. Figure 3.9 
summarizes common gene-cloning applications, many 
of which are discussed further in other chapters. In FiGURE 3.8 Cloning a Gene by PCR
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this section, we present some important routine 
molecular biology laboratory techniques and basic 
applications of gene cloning.

Agarose Gel Electrophoresis
Agarose gel electrophoresis is one of the most 
common laboratory techniques used in working with 
DNA because it allows one to separate and visualize 
DNA fragments based on size (Figure 3.10 on the 
next page). Agarose is a material that is isolated from 
seaweed, melted in a buffer solution, and poured into 
a plastic tray. As the agarose cools, it solidifies to form 
a horizontal semisolid gel containing small holes or 
pores through which DNA fragments will travel. The 
percentage of agarose used to create the gel deter-
mines its ability to resolve DNA fragments of different 
sizes. Most applications generally involve gels that 
contain 0.5% to 2% agarose. A gel with a high per-
centage of agarose (say 2%) is better suited for sepa-
rating small DNA fragments because they will snake 

their way through the pores more easily than large 
fragments, which do not separate through the dense 
gel very well. A lower percentage of agarose is better 
suited for resolving large DNA fragments.

To run a gel, it is submerged in a buffer solution 
that will conduct electricity. DNA samples are loaded 
into small depressions called wells, and an electric 
current is applied through electrodes at opposite 
ends of the gel. Separating DNA by electrophoresis is 
based on the fact that DNA migrates through a gel 
according to its charge and size (in base pairs). The 
sugar-phosphate backbone renders DNA negatively 
charged; therefore, when DNA is placed in an electri-
cal field, it migrates toward the anode (positive pole) 
and is repelled by the cathode (negative pole). 
Because all DNA is negatively charged regardless of 
the length or source, the rate of DNA migration and 
separation through an agarose gel depends on the 
size of a DNA molecule. Migration distance is 
inversely proportional to the size of a DNA fragment, 
so large DNA fragments migrate short distances 

FiGurE 3.9 Applications of recombinant DNA Technology
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through a gel relatively slowly and small fragments 
migrate faster.

Tracking dyes are added to monitor DNA migra-
tion during electrophoresis. After the desired time of 
electrophoresis, DNA in the gel is stained using dyes 
such as ethidium bromide, which intercalate (pen-
etrate) in between the base pairs of DNA. These dyes 
fluoresce when they are exposed to ultraviolet light. A 
permanent record of the gel is obtained by photo-
graphing the gel while it is exposed to ultraviolet light 
(Figure 3.10b). Notice how the HindIII-digested E. coli 
DNA produces a smear of bands unlike the set of dis-
crete fragments visualized with HindIII-digested l DNA. 
This smearing is due to the large size of the E. coli 
chromosome and the large number of cutting sites for 
HindIII; so many fragments are created that it is not 
possible to visualize discrete bands. You will encoun-
ter techniques involving agarose gel electrophoresis 
throughout this book and, as a student, you are very 
likely to learn to run agarose gels during your bio-
technology training.

Restriction Mapping Gene Structure
In the early days of gene cloning, soon after a gene 
was cloned, typically a type of physical map of the 

gene would be created to determine which restric-
tion enzymes cut the cloned gene and to pinpoint 
the location of these cutting sites. Knowing the 
restriction map of a gene was very useful for mak-
ing clones of small pieces of the gene (called subclon-
ing) and manipulating many relatively small pieces 
of DNA (for example, 100 to 1,000 bp) to sequence 
DNA and prepare DNA probes to study gene expres-
sion. To create a restriction map, cloned DNA is sub-
jected to a series of single digests with restriction 
enzymes as well as double digests with combined 
enzymes; the digested DNA is then separated by aga-
rose gel electrophoresis.

Once the DNA samples have been digested, sepa-
rated, and visualized by gel electrophoresis, creating 
the actual restriction map is like assembling a puzzle. 
As illustrated in Figure 3.11, by comparing the single 
digests with each double digest, researchers can 
arrange the fragments in the correct order to create a 
map of restriction sites.

Because DNA sequencing of even relatively small 
pieces of DNA has become fairly common, restriction 
mapping is now typically done using bioinformatics 
software (such as Webcutter, described in problem 8 in 
the “Questions & Activities” at the end of this chapter) 
to identify restriction cutting sites in a DNA sequence 

FiGuRe 3.10 Agarose Gel electrophoresis (a) DNA fragments can be separated and 
visualized by agarose gel electrophoresis. (b) Photograph of an agarose gel stained with 
ethidium bromide. Lanes labeled as “Marker DNA” were loaded with commercially pre-
pared DNA size standards. These serve as a ladder of fragments of known size that are 
used to determine the size of experimental samples of DNA being analyzed. The lane 
labeled “l DNA uncut” shows high-molecular-weight uncut chromosomal DNA from phage 
l; “l DNA + HindIII” shows a series of discrete fragments created when l DNA is 
digested with the restriction enzyme HindIII. The lane labeled “E. coli DNA uncut” con-
tains undigested chromosomal DNA, and the adjacent lane shows E. coli chromosomal 
DNA digested with HindIII (E. coli DNA + HindIII). 
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773.4 Applications of Recombinant DNA Technology

without having to actually digest DNA and create a map 
experimentally. However, because of the historical 
importance of restriction mapping and its occasional use 
today, it is still of value to be aware of this technique.

DNA Sequencing
After a gene is cloned, it is important to determine the 
nucleotide sequence of the gene—its exact order of As, 
Gs, Ts, and Cs. Knowing the DNA sequence of a gene 
can be helpful (1) to deduce the amino acid sequence 
of a protein encoded by a cloned gene, (2) to determine 
the exact structure of gene, (3) to identify regulatory 
elements such as promoter sequences, (4) to identify 
differences in genes created by gene splicing, and (5) to 
identify genetic mutations among other reasons.

Different methods of DNA sequencing are 
available including techniques for PCR “cycle” 
sequencing and computer-automated DNA sequenc-
ing, and these technologies are rapidly improving 
each year. Initially, the most widely used sequencing 
approach was chain-termination sequencing, a man-
ual method developed in 1977 by Frederick Sanger 
and often referred to as the Sanger method. In this 
technique, a DNA primer was hybridized to dena-
tured template DNA, such as a recombinant plasmid 
to be sequenced, in a reaction tube containing 
deoxyribonucleotides and DNA polymerase. Because 
many modern plasmids are designed with sequenc-
ing primer binding sites adjacent to the multiple 
cloning site, DNA polymerase can be used to extend 
a complementary strand from the 3’ end of primers 
hybridized to the plasmid. The original approach uti-
lized radioactively labeled primer sequences.

A small amount of a modified nucleotide called 
a dideoxyribonucleotide (ddNTP) was mixed in 
with the vector, primer, polymerase, and deoxyri-
bonucleotides. A ddNTP differs from a normal 
deoxyribonucleotide (dNTP) because it has a hydro-
gen group attached to the 3’ carbon of the deoxyri-
bose sugar instead of a hydroxyl group-OH (see 
Figure 3.12a on the next page). When a ddNTP is 
incorporated into a chain of DNA, the chain cannot 
be extended because the absence of a 3’-OH prevents 
the formation of a phosphodiester bond with a new 
nucleotide; hence, the chain is “terminated.”

In the original Sanger approach, four separate 
reaction tubes were set up. Each tube contained vec-
tor, primer, and all four dNTPs, but each tube also 
contained a small amount of one ddNTP. As synthesis 
of a new DNA strand from the primer begins, DNA 
polymerase randomly inserts a ddNTP into the 
sequence instead of a normal dNTP, preventing fur-
ther synthesis of a complementary strand. Over time, 
a ddNTP will be incorporated at all positions in the 
newly synthesized strands, creating a series of frag-
ments of varying lengths that are terminated at dide-
oxy residues. For the original Sanger technique, the 
DNA strands were separated on a thin polyacrylamide 
gel, which can separate sequences that differ in length 
by a single nucleotide. Autoradiography was used to 
detect the radioactive sequencing fragments shown in 
Figure 3.12c. The sequence determined from the 
autoradiogram is “read” from the bottom to the top as 
individual nucleotides. As shown in Figure 3.12c, the 
sequence determined from the autoradiogram is com-
plementary to the sequence on the template strand in 
the vector.

Figure 3.11 restriction Mapping The location of restriction sites for 
BamHI and PstI is determined in a DNA fragment that is 7 kb long. Digestion 
with BamHI cleaves the DNA into two fragments measuring 2.5 and 4.5 kb, 
indicating that the DNA was cut at a single site located 2.5 kb from one end. 
Digestion with PstI cleaves the DNA into two fragments at 1.5 and 5.5 kb, 
indicating that the DNA was cut at a single site located 1.5 kb from one end. 
A double digest with both enzymes cleaves the DNA into three fragments, 3.0 
kb, 2.5 kb, and 1.5 kb. Because the 3.0-kb fragment is not created by either 
BamHI or PstI digestion alone, it must represent the DNA located between 
the BamHI and PstI cutting sites. Once this “puzzle” of fragments has been 
arranged, it becomes clear that the restriction map at the bottom of the fig-
ure is the only map consistent with the pattern of fragments created by the 
digests in this experiment.
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FiGURE 3.12 Computer-Automated DNA sequencing (a) The structure of a dide-
oxynucleotide (ddNTP). Note that the 3’ group attached to the carbon is a hydrogen 
rather than a hydroxyl group (OH). Because another nucleotide cannot be attached at 
the 3’ end of a ddNTP, these nucleotides are the key to DNA sequencing by the Sanger 
method as shown (b). Computer-automated approaches separate DNA fragments using a 
capillary gel. A laser and detector are used to detect fluorescence of each dideoxynucleo-
tide. (c) An autoradiogram from an original dideoxy sequencing reaction in which radio-
active ddNTPs or primers were used and four separate reactions carried out. The letters 
over the lanes (A, C, G, and T) correspond to the particular ddNTP used in the sequenc-
ing reaction analyzed in the lane. Analyzing Sanger sequencing by autoradiography is 
largely obsolete, having been replaced by computer-automated sequencing approaches as 
shown in (b) and next-generation sequencing technologies.
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 High-throughput computer-automated 
sequencing replaces the original Sanger 
sequencing technique
Because of limitations in running a sequencing gel, the 
original Sanger method could be used only to sequence 
approximately 200 to 400 nucleotides in a single reac-
tion; therefore, in sequencing a longer piece of DNA—
for example, 1,000 base pairs—it was necessary to run 
multiple reactions to create overlapping sequences 

that could be pieced together to determine the entire, 
continuous sequence of 1,000 base pairs.

Because of this limitation, the Sanger sequencing 
approach was a cumbersome method for the large-scale 
sequencing efforts such as those used for the Human 
Genome Project. The project was completed ahead of 
schedule in part because of the development of 
computer-automated DNA sequencing meth-
ods capable of sequencing long stretches of DNA 
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You DeciDe

To Patent or Not?
The Human Genome Project was com-

pleted ahead of schedule in part because of competition 
between publicly funded genome centers and privately 
funded companies such as Celera Genomics, originally 
directed by former NIH researcher Craig Venter. While at 
The Institute for Genomic Research (TIGR), Venter and 
colleagues were the first scientists to completely se-
quence the genome of a living organism, the bacterium 
Haemophilus influenzae. This group applied for patents 
on the nucleotide sequence for H. influenzae and on the 
bioinformatics technology used to analyze this genome.

Previously, Venter and his colleagues described a set of 
experiments in which they randomly cloned short pieces 
of cDNAs from human brain cells. These short sequences—
called expressed sequence tags (eSTs)—could in theory 
be used as probes to identify full-length cDNAs. Some of 
Venter’s ESTs were found to be identical to genes that had 
already been cloned or to a portion of a gene; others ap-
peared to be novel gene sequences or junk DNA. Hoping to 
gain proprietary rights to full-length genes that could be 
identified from Venter’s ESTs, TIGR applied for a patent. This 
request generated a great deal of controversy. For instance:

■ Should scientists be allowed to patent DNA 
sequences from naturally living organisms?

■ What if a patent is awarded for only small pieces of 
a gene—even if no one knows what a DNA sequence 
does—just because some individuals or a company 
wants a patent to stake their claim to having cloned 
a piece of DNA first?

■ What if there are no clear uses for the DNA 
sequences cloned?

■ Can or should investigators who use a gene microar-
ray or create a DNA library be allowed to patent the 
entire genome of any organism they have studied?

■ When they are granted a patent, scientists essen-
tially have a monopoly on patented information 
for two decades from the patent filing date. Many 

believe that the hoarding of genome information 
is against the tradition of sharing information to 
advance science. Would awarding patents slow prog-
ress in cloning genes if groups hoarded data and 
did not share information? Could or should a group 
stake a claim to a gene, thereby preventing others 
from working on it or developing a product from it?

■ What about individuals who figure out what to do 
with the gene?

■ Should a genetically engineered living organism be 
patented? Engineered bacteria (for example, those 
used to clean up environmental pollution) and 
transgenic animals have been patented, as have 
clinically important genes such as beta interferon.

■ Can a group claim rights to anticipated future uses 
of the gene even if there are no data to substantiate 
such claims?

■ What if a gene sequence is involved in a disease for 
which a genetic therapy may be developed?

Since 1980, the U.S. Patent and Trademark Office has 
granted patents on more than 35,000 genes or gene 
sequences, and an estimated 20% of human genes have 
been patented. Some scientists are concerned that pat-
ents awarded for simply cloning a piece of DNA is award-
ing a patent for too little work. Many scientists believe 
it is more appropriate to patent the novel technology 
used to discover and study genes and the applications of 
genetic technology such as gene therapy approaches than 
to patent the gene sequences themselves. Generally most 
gene patents cover technology uses for a sequence, such 
as a genetic test, and not the DNA sequence itself. From 
a commercial standpoint, one advantage of patenting is 
that it provides private companies with a financial incen-
tive to get a medicine or technology to the marketplace 
and enables them to make a profit after many millions 
(or billion in some cases) of dollars are spent on R&D to 
make a product. To patent or not? You decide.
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(more than 500 bp in a single reaction). Initially 
computer-automated sequencing reactions used 
either ddNTPs, each labeled with a different colored 
nonradioactive fluorescent dye, or a sequencing 
primer labeled at its 5’ end with a dye (Figure 3.12). 
A single reaction tube is used, and the manual-style 
approach of using polyacrylamide gels followed by 
autoradiography has been replaced by separating 
sequencing reactions on a single lane of an ultrathin 
diameter tube gel called a capillary gel. As DNA frag-
ments move through the gel, they are scanned with 
a laser beam. The laser stimulates the fluorescent dye 
on each DNA fragment, which emits different wave-
lengths of light for each ddNTP. The emitted light is 
collected by a detector that amplifies and then feeds 
this information to a computer to process and con-
vert the light patterns and reveal the DNA sequence 
(Figure 3.13).

Automated DNA sequencers often contain multi-
ple capillary gels several feet long, allowing many 
bases to be separated. Therefore some instruments 
run as many as 96 capillary gels, each producing 
around 900 bases of sequence. With these instru-
ments it became possible to generate approximately 2 
million bases of sequence in a day. As a result, these 
sequencers became known as high-throughput 
sequencers because of their ability to process and gen-
erate large amounts of sequence data in relatively 
short periods of time.

Next-Generation sequencing (NGs)
Genomics has spurred a demand for sequencers that 
are faster and capable of generating millions of bases 
of DNA sequence in a relatively short time, leading to 
the development of next-generation sequencing 
(NGS) technologies designed to produce highly accu-
rate and long stretches of DNA sequence, greater than 
1 gigabase (billion bases) of DNA per reaction, at a 
low cost. Next-generation sequencing approaches dis-
pense with the Sanger technique and capillary elec-
trophoresis methods in favor of sophisticated, parallel 
formats (simultaneous-reaction formats) that use 
state-of-the art fluorescence imaging techniques. NGS 
technologies are providing an unprecedented capacity 
for generating massive amounts of DNA sequence 
data rapidly (up to 200 times faster than Sanger 
approaches in some cases!) and at dramatically 
reduced costs per base.

The desire for next-generation sequencing 
among the research community and challenges such 
as the $1,000 genome (discussed later in this chap-
ter) has led to an intense technology race among 
many companies eager to produce NGS methods. In 

2005, Roche 454 Life Systems was the first company 
to commercialize a next-generation sequencing tech-
nology (Figure 3.13). This approach sequences 
genomes using a so-called solid-phase method in 
which beads are attached to fragmented genomic 
DNA, which is then PCR-amplified in separate water 
droplets in oil for each bead, loaded into multiwell 
plates, and mixed with DNA polymerase. Multiwell 
plates often contain more than a million wells with 
one bead per well, each serving as a reaction tube for 
sequencing (see Figure 3.13). A reaction called 
pyrosequencing is then used to sequence DNA on 
the beads in each well.

In pyrosequencing, a single labeled nucleotide 
(e.g., dGTP) is flowed over the wells. Each well con-
tains a single bead along with primers annealed to the 
DNA on the bead. When a complementary nucleotide 
crosses a template strand adjacent to the primer, it is 
added to the 3’ end of the primer by DNA polymerase. 
Incorporation of a nucleotide results in the release of 
pyrophosphate, which initiates a series of chemilumi-
nescent (light-releasing) reactions that ultimately pro-
duce light by using the firefly enzyme luciferase. 
Emitted light from the reaction is captured and 
recorded to determine when a single nucleotide has 
been incorporated into a strand. By rapidly repeating 
the nucleotide-flow step with each of the four nucleo-
tides to determine which base is next in the sequence, 
this approach can generate read lengths of about 400 
bases and on the order of 400 million bases (Mb) of 
data per 10-hour run. NGS sequencing technologies 
are also creating major data-management challenges 
for saving and storing such large image data files.

The company Applied Biosystems (ABI) has 
developed an approach called SOLiD (supported oli-
gonucleotide ligation and detection) that can pro-
duce 6 gigabases of sequence data per run! The SOLiD 
method combines a variety of approaches to 
sequence DNA fragments that are linked to beads 
and amplified, similar to the 454 approach, but dif-
ferent sequencing technologies are used, which can 
provide greater output of sequencing data per instru-
ment run. The instrumentation to run these plat-
forms is expensive, but given the massive amounts 
of sequence that the NGS methods can generate, the 
average cost per base is much lower than that of 
Sanger sequencing. Through 2006, new sequencing 
technologies were cutting sequencing costs in half 
about every 2 years.

Work on third-generation sequencers is actively 
under way and there is every reason to believe that 
these instruments will be available by the middle 
part of this decade. For example, one promising 
approach on the immediate horizon involves the use 
of nanotechnology by pushing single-stranded DNA 
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Figure 3.13 roche 454 Next-generation Sequencing Technology Roche 454 
sequencing technology binds DNA fragments to beads. DNA fragments are amplified by PCR 
and then added to wells (Step 1) and subjected to pyrosequencing, as described in the text. 
(Step 2) During pyrosequencing, an individual fluorescent nucleotide, the blue G shown in 
this case, is flowed over the well. As a nucleotide is added to a primer by DNA polymerase, 
inorganic pyrophosphate (PPi) is released which reacts with adenosine 5’-phosphosulfate 
(APS) and the enzyme sulfurylase to produce ATP (blue arrow). The firefly enzyme luciferase 
uses ATP to generate light, which can be detected and quantified. (Step 3) Light captured 
by a detection system is analyzed to trace the pattern of nucleotides added to each well. 
The flow cycle is subsequently repeated with each of the other three nucleotides. Continual 
cycling of this process generates sequencing reads of approximately 400 bases.
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fragments into nanopores and then cleaving off indi-
vidual bases to produce a signal that can be captured. 
This method does not involve DNA amplification or 
fluorescent tags and thus provides direct sequencing 
of the DNA in a single strand.

Fluorescence In Situ Hybridization
A technique called fluorescence in situ hybridiza-
tion (FISH; in situ means “in place”) can be used to 
identify which chromosome contains a gene of inter-
est. For example, if you just cloned a human gene 
believed to be involved in intelligence, you could use 
FISH to determine on which chromosome this gene 
resides. In FISH, chromosomes are isolated from cells 
such as white blood cells and spread out on a glass 
microscope slide. A DNA or RNA probe for the gene of 
interest is labeled with fluorescent nucleotides and 
then incubated in solution with the slide. The probe 
hybridizes with complementary sequences on chro-
mosomes on the slide. The slide is washed and then 
exposed to fluorescent light. Wherever the probe has 
bound to a chromosome, the fluorescently labeled 
probe is illuminated to indicate the presence of probe 
binding (Figure 3.14).

To determine which of the 23 human chromo-
somes show fluorescence, they are aligned according 
to the length and staining patterns of their chromatids 
to create a karyotype. Fluorescence on more than one 
chromosome indicates either multiple copies of the 
gene or related sequences that may be part of a gene 
family. FISH is also used to analyze genetic disorders. 
For example, FISH analysis can be performed on a 
karyotype of fetal chromosomes from a pregnant 
woman to determine if a developing fetus has an 
abnormal number of chromosomes.

When a gene is expressed in an organ with 
many different cell types—for example, kidney or 
brain tissue—FISH can also be used to determine 
the cell type that is expressing a particular mRNA. 
In this approach, the tissue of interest is preserved 
in a fixative solution and then embedded in a wax-
like material or resin. This allows researchers to 
slice the tissue into thin sections about 1 to 5 mm 
thick and to attach them to a microscope slide. 
Sometimes frozen sections of tissue are used for 
these experiments. The slide is incubated with a flu-
orescent dye-tagged RNA or DNA probe for the 
gene of interest. The probe hybridizes to mRNA 
within cells in their native place and probe binding 
is determined by detecting fluorescence. For some 
studies, PCR can even be performed directly on tis-
sue sections in situ as a way of determining cell-
type expression for a given gene.

Southern Blotting
Another technique, called Southern blot analysis 
(Southern blotting or hybridization), is frequently 
used to determine gene copy number among other 
applications. Developed by Ed Southern in 1975, 
Southern blotting begins by digesting chromosomal 
DNA into small fragments with restriction enzymes. 
DNA fragments are separated by agarose gel electro-

FIgure 3.14 Fluorescence in Situ Hybridization White 
spots at the tips of each chromosome indicate fluorescence 
from a probe binding to telomeres.
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Figure 3.15 Southern Blot Analysis 
of DNA Fragments  (a) Region of DNA 
for a gene of interest to be studied by 
Southern blot analysis (b). Steps involved 
in Southern blotting.
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phoresis (Figure 3.15). However, the number of 
restriction fragments generated by digesting chromo-
somal DNA is often so great that simply running a gel 
and staining the DNA does not resolve discrete frag-
ments. Rather, digested DNA appears as a continuous 
smear of fragments in the gel. Southern blotting is 
used to visualize only specific fragments of interest. Fol-
lowing electrophoresis, the gel is treated with an alka-
line solution to denature the DNA; then the fragments 
are transferred onto a nylon or nitrocellulose mem-
brane using a technique called blotting.

Blotting can be achieved by setting up a gel sand-
wich in which the gel is placed under the nylon mem-

brane, filter paper, paper towels, and a weight to 
allow for wicking of a salt solution through the gel, 
which will transfer DNA onto the nylon by capillary 
action (Figure 3.15). The single-strand of DNA stick to 
the blot, positioned in bands exactly as on the gel. 
Alternatively, pressure or vacuum blotters can be 
used to transfer DNA onto nylon. The nylon blot is 
then baked or briefly exposed to UV light to attach the 
DNA permanently. Next the blot is incubated with a 
labeled probe in much the same way that colony 
hybridizations are carried out. Increasingly, nonradio-
active probes are being used for Southern blotting and 
many other hybridization techniques.
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The blot is washed to remove extraneous probes 
and then exposed to film by autoradiography if a 
radioactive or chemiluminescent probe is used. 
Wherever the probe has bound to the blot, radioac-
tivity or light released by the probe develops silver 
grains on the film to expose bands on the blot, creat-
ing an autoradiogram (see Figure 3.15). Chemilumi-
nescent probes can also be detected by digital camera 
imaging systems. By interpreting the number of 
bands revealed, it can be possible to determine gene 
copy number.

The development of Southern blot analysis was 
an important technique, which formed the basic prin-
ciples for Northern blotting (the separation and 
blotting of RNA molecules, as discussed in the next 
section) and Western blotting (the separation and 
blotting of proteins). Northern and Western blotting 
techniques were not named after scientists named 
“Northern” and “Western”; rather, they were named 
as tongue-in-cheek references to Ed Southern, the 
founder of Southern blots. Southern blotting has 
many other applications, including gene mapping, 
related gene-family identification, genetic mutation 
detection, PCR product confirmation, and DNA fin-
gerprinting (a topic we discuss in Chapter 8). An 
excellent animation of how Southern blot analysis is 
used in DNA fingerprinting can be found at the web-
site for the Cold Spring Harbor DNA Learning Center, 
which can be found on the Companion Website.

studying Gene Expression
Molecular biologists around the world are involved in 
research studying gene expression and the regulation 
of gene expression. Numerous different molecular 
techniques are available for studying gene expression. 
Most methods involve analyzing mRNA produced by 
a tissue. This is often a good measure of gene expres-
sion because the amount of mRNA produced by a tis-
sue is often equivalent to the amount of protein the 
tissue makes.

Northern blot Analysis
The basic methodology of a Northern blot is similar to 
Southern blot analysis. In Northern blotting, RNA is 
isolated from a tissue of interest and separated by gel 
electrophoresis (the RNA is not digested with 
enzymes). RNA is blotted onto a nylon membrane and 
then hybridized to a probe, as described for Southern 
blots. Exposed bands on the autoradiogram show the 
presence of mRNA for the gene of interest and the size 
of the mRNA (Figure 3.16a). In addition, the amounts 
of mRNA produced by different tissues can be com-
pared and quantified.

Reverse transcription PCR
Sometimes the amount of RNA produced by a tissue is 
below the level of detection by Northern blot analysis. 
PCR allows for detecting minute amounts of mRNA 
from even very small amounts of starting tissue. For 
instance, PCR has been a great tool for molecular biol-
ogists studying gene expression in embryos and devel-
oping tissues where the amount of tissue for analysis is 
very small. Because RNA cannot be directly amplified 
by PCR, a technique called reverse transcription 
PCR (RT-PCR) is carried out. In RT-PCR, isolated 
mRNA is converted into double-stranded cDNA by the 
enzyme reverse transcriptase in a process similar to the 
way in which cDNA for a library is made. The cDNA is 
then amplified with a set of primers specific for the 
gene of interest. Amplified DNA fragments are electro-
phoresed on an agarose gel and evaluated to deter-
mine expression patterns in a tissue (see Figure 3.16b). 
The amount of cDNA produced in a RT-PCR reaction 
for a particular gene of interest reflects the amount of 
mRNA, and thus the level of gene expression, for that 
particular gene in a given tissue.

Real-time PCR
Real-time or quantitative PCR (qPCR), enables 
researchers to quantify amplification reactions as they 
occur in “real time” (Figure 3.17 on page 86). There 
are several ways to run real-time PCR reactions, but 
the basic procedure involves the use of specialized ther-
mal cyclers that use a laser to scan a beam of light 
through the top or bottom of each PCR tube. Each 
reaction tube contains either a dye-containing probe or 
DNA-binding dye that emits fluorescent light when 
illuminated by the laser. The light emitted by these 
dyes correlates with the amount of PCR product ampli-
fied. Light from each tube is captured by a detector, 
which relays information to a computer to provide a 
readout on the amount of fluorescence after each cycle; 
this readout can be plotted and analyzed to quantitate 
the number of PCR products produced after each cycle.

Two commonly used approaches for real-time 
PCR involve the use of TaqMan probes and a dye 
called SYBR Green. SYBR Green binds double-stranded 
DNA. As more double-stranded DNA is copied with 
each round of real-time PCR, there are more DNA 
copies to bind SYBR Green, which increases the 
amount of fluorescent light emitted.

TaqMan probes are complementary to specific 
regions of the target DNA between where the forward 
and reverse primers for PCR bind (Figure 3.17). Taq-
Man probes contain two dyes. One dye, the reporter, 
is located at the 5’ end of the probe and can release 
fluorescent light when excited by laser light from the 
thermal cycler. The other dye, called a quencher, is 
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853.4 Applications of Recombinant DNA Technology

Figure 3.16 Analyzing gene expression by Northern Blot 
Analysis and rT-PCr  Northern blot analysis and RT-PCR are two 
common techniques for analyzing the amount of mRNA produced by 
a tissue (gene expression). (a) Blot 1 is a portion of an autoradio-
gram from a Northern blotting experiment in which RNA from four 
rat tissues—1, seminal vesicles; 2, kidney; 3 and 4, different seg-
ments of the epididymis (a male reproductive organ)—was blotted 
onto nylon and then probed with a radioactive cDNA probe for a 
gene involved in protecting tissues from damage by harmful free 
radicals, atoms, or molecules with unpaired numbers of electrons. 
Notice how the amount of mRNA detected in lanes 3 and 4 (as indi-
cated by the size and darkness of each band) is greater than the 
amount of mRNA in lanes 1 and 2. Blot 2 shows an autoradiogram 
from blot 1 that was stripped of bound probe and reprobed with a 
probe for a different gene. Blot 3, the same blot shown in the 
other two panels, was stripped of bound probe and reprobed with  
a radioactive cDNA for a gene (cyclophilin) that is expressed at 
nearly the same levels in virtually all tissues. (b) Agarose gel from 
an RT-PCR experiment in which RNA from rat tissues was reverse-
transcribed and amplified with primers for b-actin (an important 
component of the cytoplasm of cells) and/or b-defensin-1 (a gene 
that encodes a peptide that provides protection against bacterial 
infections in many tissues). Lane 1 contains DNA size standards of 
known size (often called a ladder) increasing in 100-bp increments. 
Lane 2 is a negative control sample in which primers were added to 
a PCR experiment without cDNA. Lane 3 is a negative control sam-
ple in which cDNA was added to a PCR experiment without primers. 
Notice that lanes 2 and 3 do not show any amplified PCR product 
because amplification will not occur without cDNA as target DNA 
(lane 2) or without primers (lane 3). Lane 4 shows kidney cDNA 
amplified with actin primers. Lane 5 shows kidney cDNA amplified 
with defensin primers. Lanes 6, 7, and 8 show PCR products from 
cDNA of three different rat reproductive tissues that were amplified 
with both actin and defensin primers. Notice how lanes 6 and 8 
show relatively even amounts of actin and defensin PCR products; 
greater amounts of defensin PCR product are shown in lane 7. 
These differences reflect the different amounts of defensin mRNA 
made by these tissues.

attached to the 3’ end of the probe. When these two 
dyes are close to each other, the quencher dye inter-
feres with the fluorescent light released from the 
reporter dye. However, as Taq DNA polymerase extends 
each primer, it removes the reporter dye from the end 
of the probe (and eventually removes the entire 
probe). Now that the reporter dye is separated from 
the quencher, the fluorescent light released by the 
reporter can be detected by the thermal cycler. Detected 
light is analyzed by a computer to produce a plot dis-
playing the amount of fluorescence emitted with each 
cycle. Because real-time PCR does not involve running 
gels, it is a powerful and rapid technique for measur-
ing and quantitating changes in gene expression, par-
ticularly when multiple samples and different genes 
are being analyzed simultaneously.

gene microarrays
DNA microarray analysis is another technique for 
studying gene expression that rapidly gained popular-
ity over the past 15 years because it enables researchers 
to analyze all the genes expressed in a tissue very 
quickly (Figure 3.18 on page 87). A microarray, also 
known as a gene chip, is created with the use of a 
small glass microscope slide. Single-stranded DNA mol-
ecules are attached or “spotted” onto the slide using a 
computer-controlled high-speed robotic arm called an 
arrayer, which is fitted with a number of tiny pins. Each 
pin is immersed in a small amount of solution contain-
ing millions of copies of different DNA molecules, such 
as cDNAs for different genes. The arrayer fixes this 
DNA onto the slide at specific locations (points or spots) 
recorded by a computer. A single microarray can have 
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Chapter 3 Recombinant DNA Technology and Genomics86

over 10,000 spots of DNA, each containing unique 
sequences of DNA for a different gene.

There are several different kinds of microarrays. 
Figure 3.18 shows a representative example of how a 
microarray can be used to study gene expression. Sci-
entists begin by extracting extract mRNA from a tissue 

of interest. Then cDNA synthesized from this mRNA is 
labeled with a fluorescent dye. Labeled cDNA is incu-
bated overnight with the microarray where it hybridizes 
to spots on the microarray that contain complemen-
tary DNA sequences. The microarray is washed and 
scanned by a laser that causes the cDNA hybridized to 
the microarray to fluoresce. Fluorescent spots reveal 
which genes are expressed in the tissue of interest, 
and the intensity of fluorescence indicates the relative 
amount of expression. The brighter the spot, the more 
mRNA is expressed in that tissue. Microarrays can 
also be run by labeling cDNAs from two or more tis-
sues with different-colored fluorescent dyes. Gene 
expression patterns from the different tissues are com-
pared based on the color of spots that appear follow-
ing hybridization and detection.

For many species, including humans, entire genomes 
are available on microarrays. Researchers are also using 
microarrays to compare patterns of expressed genes in 
tissues under different conditions. For example, cancer 
cells can be compared with normal cells to look for genes 
that may be involved in cancer formation. Results of such 
microarray studies can be used to develop new drug 
therapy strategies to combat cancer and other diseases 
(Chapter 11).

Protein expression and purification
Bacteria that have been transformed with recombinant 
plasmids can often be used to produce the protein prod-
uct of the isolated gene. Large quantities of bacteria can 
be grown in a fermenter, and the protein can be isolated 
(Chapter 4).

gene mutagenesis studies
Of the many different ways that scientists work with 
and study cloned genes, there are a variety of tech-
niques that can be used to study the structure and 
function of protein produced by a specific gene. One 
approach is called site-directed mutagenesis. In this 
technique, mutations can be created in specific nucleo-
tides of a cloned gene contained in a vector. The gene 
can then be expressed in cells, which results in the 
translation of a mutated protein. This allows research-
ers to study the effects of particular mutations on pro-
tein structure and serves as a way of determining 
which nucleotides are important for specific functions 
of the protein. Site-directed mutagenesis can be a very 
valuable way to help scientists identify critical 
sequences in genes that produce proteins involved in 
human diseases.

rNA interference
In 1998, researchers Craig C. Mello of the University 
of Massachusetts Medical School and Andrew Z. Fire 
of Stanford University published groundbreaking work 

Figure 3.17 real-Time PCr (a) The TaqMan method of 
real-time PCR involves a pair of PCR primers along with a probe 
sequence complementary to the target gene. The probe contains 
a reporter dye (R) at one end and a quencher dye (Q) at the 
other. When the quencher dye is close to the reporter dye, it 
interferes with fluorescence released by the reporter dye. When 
Taq DNA polymerase extends a primer to synthesize a strand of 
DNA, it cleaves the reporter dye off the probe, allowing the 
reporter to give off energy. (b) Each subsequent PCR cycle 
removes more reporter dyes, so that increased light emitted 
from the dye can be captured by a computer to produce a read-
out of fluorescence intensity with each cycle.

1. Hybridization.  Forward and reverse PCR primers bind 
    to denatured target DNA. TaqMan probe with reporter 
    (R) and quencher (Q) dye binds to target DNA between
    the primers. When probe is intact, emission by the 
    reporter dye is quenched.

2. Extension.  As DNA polymerase extends the forward
    primer, it reaches the TaqMan probe and cleaves the 
    reporter dye from the probe. Released from the quencher
    the reporter can now emit light when excited by a laser.

3. Detection.  Emitted light from the reporter is detected 
    and interpreted to produce a plot that quantitates the 
    amount of PCR product produced with each cycle.
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873.4 Applications of Recombinant DNA Technology    

Figure 3.18 gene Microarray Analysis

1) Isolate mRNA.

2) Make cDNA by reverse transcription,
 using fluorescently labeled nucleotides,
 blue in this example.

3) Hybridization: Apply the cDNA
 mixture to a DNA microarray.
 cDNA hybridizes to DNA 
 on microarray.

4) Rinse off excess cDNA, put the microarray in a
 scanner to measure fluorescence of each spot.
 Fluorescence intensity indicates the amount of
 gene expressed in the tissue sample.
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in which they used double-stranded pieces of RNA 
(dsRNA) to inhibit or silence expression of genes in the 
nematode roundworm Caenorhabditis elegans. This nat-
urally occurring mechanism for inhibiting gene expres-
sion is known as RNA interference (RNAi). As Mello, 

Fire, and other researchers discovered, dsRNA can be 
bound by an RNA-digesting enzyme called dicer, which 
cuts dsRNA into 21- to 25-nucleotide-long snippets 
of RNA molecules called small interfering RNAs 
(siRNAs).
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FiGURE 3.19 RNA interference (1) Double-stranded RNA is 
cleaved by the enzyme dicer into siRNAs. (2) RISC proteins 
bind siRNAs and degrade one of the two strands (3) to produce 
single-stranded siRNAs. (4) Single-stranded siRNAs bind to 
complementary sequences on mRNA molecules in the cytoplasm 
and interfere with (silence) gene expression through triggering 
mRNA degradation by slicer or by inhibiting translation of the 
mRNA by ribosomes.
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These siRNAs are bound by a protein-RNA com-
plex called the RNA-induced silencing complex 
(RISC). RISC unwinds the double-stranded siRNAs, 
releasing single-stranded siRNAs that bind to comple-
mentary sequences in mRNA molecules. Binding of 
siRNAs to mRNA results in degradation of the mRNA 
(by the enzyme slicer) or blocks translation by inter-
fering with ribosome binding (Figure 3.19). RNAi is 
similar in mechanism to the gene-silencing actions of 
miRNAs, but a primary difference is that siRNAs are 
generated from dsRNA (see Chapter 2).

Initially it appeared that the discovery of siRNAs 
and miRNAs was perhaps a relatively esoteric finding. 
Predictions now indicate that mammalian cells express 
thousands of siRNAs or miRNAs, and these may in 
turn regulate hundreds of genes. Biotechnology and 
pharmaceutical companies are looking for ways in 

which siRNAs and miRNAs may be exploited for ther-
apeutic purposes. Techniques incorporating RNAi have 
developed rapidly as methods for regulating gene 
expression and as a potential way to target and inacti-
vate specific genes with high efficiency. We’ll consider 
examples of how biotechnology and pharmaceutical 
companies are working on RNAi techniques for silenc-
ing genes involved in human diseases later (Chapter 
11). RNAi has become such a rapidly developing tech-
nology that recent estimates indicate the use of RNAi 
reagents will grow from about $400 million in 2005 to 
over $900 million by 2012. The 2006 Nobel Prize in 
Physiology or Medicine was awarded to Andrew Fire 
and Craig Mello for their discovery of this natural 
method for switching genes off. Nobel Prizes are typi-
cally awarded decades after the honored work has 
been completed, so this unusually quick recognition is 
a clear indication of the value of RNAi as a powerful 
and promising research tool.

3.5  Genomics and bioinformatics: 
Hot Disciplines  
of biotechnology

Cloning individual genes using libraries and other 
techniques described in this chapter will continue to 
be used in specialized approaches in recombinant DNA 
technology. However over the last 15 years or so, a 
number of advances in cloning and sequencing tech-
nologies have increasingly led to the use of strategies 
for cloning, sequencing, and analyzing entire genomes—
an exciting and rapidly developing science called 
genomics. You will learn about many applications of 
genomics as you study biotechnology. Here we provide 
an introduction to how scientists can study whole 
genomes.

Whole-Genome “shotgun” sequencing
As powerful as traditional recombinant DNA tech-
niques are, it became increasing apparent that if sci-
entists wanted to study complex biological processes 
that involve many genes—such as most cancers—
cloning one or even a few genes at a time is too slow, 
yielding only incremental information about genes. 
As a result, scientists started working on strategies 
for cloning and sequencing entire genes—a strategy 
commonly called whole-genome “shotgun” 
sequencing. The analogy is that cloning individual 
genes using libraries is equivalent to using a rifle to 
hit a specific spot on a target (e.g., cloning a specific 
gene), whereas the pellets from a shotgun would 
randomly hit many spots on a target with little preci-
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sion. In shotgun sequencing, the entire genome, 
introns and exons, is sequenced. The complete 
genome sequence is assembled with the help of soft-
ware programs, and then individual genes are identi-
fied through bioinformatics.

One common shotgun strategy for constructing 
the sequence of whole chromosomes involves using 
restriction enzymes to digest pieces of entire chromo-
somes (Figure 3.20). This process can produce thou-
sands of overlapping fragments called contigs (con-
tiguous sequences), which have to be sequenced. 
Each contig is sequenced, and then computer pro-
grams are used to align the fragments based on over-
lapping sequence pieces (Figure 3.20b). This approach 
enables scientists to reconstruct the entire sequence 
of a whole chromosome and, as you can see in the 

figure, the use of computers to organize and compare 
the DNA sequences of these fragments is essential. 
This is bioinformatics in action—an interdisciplinary 
field that applies computer science and information 
technology to promote an understanding of biological 
processes.

In 1995, scientists at The Institute for Genomic 
Research were the first to use a shotgun approach to 
successfully sequence the genome of any organism 
when they sequenced the 1.8 million base pair genome 
of the bacterium Haemophilus influenzae. Many doubted 
that shotgun-sequencing strategies could be used 
effectively to sequence larger genomes, but develop-
ment of this technique and novel sequencing strate-
gies rapidly accelerated the progress of the Human 
Genome Project.

Figure 3.20 Whole-genome Shot-
gun Sequencing and Two examples 
of Bioinformatics Applica-
tions Shown is a simplified example of 
a piece of genomic DNA cut into smaller 
pieces (labeled 1, 2, 3, and 4) by EcoRI 
and BamHI. Regardless of how a piece 
of DNA is cloned, DNA sequence analysis 
is an essential part of learning more 
about the cloned DNA. (a) Typically such 
analysis begins by searching the 
unknown sequence against a database of 
known sequences. In this example, 
sequence alignment reveals that the 
unknown sequence cloned is an exact 
match with a sequence of a “known” 
gene already in the database. Note: For 
simplicity, only one strand of sequenced 
DNA is being compared with the data-
base. (b) Another application of bioin-
formatics involves the use of computer 
programs to align DNA fragments (con-
tigs) based on nucleotide sequence 
overlaps. The scheme shown here is sim-
ilar to one approach used in the Human 
Genome Project to assemble completed 
sequences of entire chromosomes. 
Although when contigs are compared, 
typically only relatively short sequences 
at the end of each contig are aligned to 
assemble an entire chromosome.
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bioinformatics: merging molecular 
biology with Computing Technology
When scientists sequence a newly identified gene or 
DNA sequence, they report their findings in scientific 
publications and submit the sequence data to data-
bases so that other scientists who may be interested in 
this sequence information can have access to it. Data-
base manipulations of DNA sequence data were among 
the first applications of bioinformatics, which involves 
the use of computer hardware and software to study, 
organize, share, and analyze data related to gene struc-
ture, gene sequence and expression, and protein struc-
ture and function.

As genome data have rapidly accumulated, result-
ing in an enormous amount of information being 
stored in public and private databases, bioinformatics 
has become an essential tool that allows scientists to 
share and compare data, especially DNA sequence 
data. We discuss basic applications of bioinformatics 
throughout this book; however, we introduce the field 
here with a few very common applications.

Examples of bioinformatics in Action
Even before whole-genome sequencing projects began, 
scientists were accumulating sequence information 
from a variety of different organisms, necessitating the 
development of sophisticated databases that could be 
used by researchers around the world to store, share, 
and obtain the maximum amount of information from 
protein and DNA sequences. Databases are essential 
tools for archiving and sharing data with researchers 
and the public. Because high-speed computer-automated 
DNA sequencing techniques were developed nearly 
simultaneously with expansion of the Internet as an 
information tool, many DNA sequence databases 
became available through the Internet.

When scientists who have cloned a gene enter 
their sequence data into a database, these databases 
search the new sequence against all other sequences in 
the database and create an alignment of similar nucleo-
tide sequences if a match is found (Figure 3.20a). This 
type of search is often one of the first steps taken after 
a gene is cloned using recombinant DNA techniques 
because it is important to determine if the sequence 
has already been cloned and studied or if the gene 
sequence is a novel one. Among other applications, 
these databases can also be used to predict the 
sequence of amino acids encoded by a nucleotide 
sequence and to provide information on the function 
of the cloned gene.

One of the most widely used DNA sequence data-
bases worldwide is called GenBank. It is the largest 
publicly available database of DNA sequences and 

contains the National Institutes of Health (NIH) collec-
tion of DNA sequences. GenBank shares and acquires 
data from databases in Japan and Europe. Maintained 
by the National Center for Biotechnology Information 
(NCBI) in Washington, D.C., GenBank contains more 
than 100 billion bases of sequence data from over 
100,000 species, and it is growing rapidly every year. 
The NCBI is a gold mine of bioinformatics resources 
that creates public access databases and develops com-
puting tools for analyzing and sharing genome data. 
The NCBI has also designed user-friendly ways to 
access and analyze an incredible amount of data on 
nucleotide sequences, protein sequences, molecular 
structures, genome data, and even scientific literature.

DNA database searching: Try it yourself
For example, an NCBI program called Basic Local 
Alignment Search Tool (BLAST; www.ncbi.nlm.
nih.gov/BLAST) can be used to search GenBank for 
sequence matches between cloned genes and to create 
DNA sequence alignments. Go to the BLAST website 
and click “standard nucleotide-nucleotide BLAST 
[blastn].” In the search box, type in the following 
sequence: AATAAAGAAC CAGGAGTGGA. Imagine 
that this sequence is from a piece of a gene that you 
just cloned and sequenced and you want to know if 
anyone cloned this gene before you. Click the “Blast!” 
button. Your results will be available in a minute or 
two. Click the “Format!” button to see the results of 
your search. A page will appear with the results of 
your search (you may need to scroll down the page to 
find the sequence alignment). What did you find?

Figure 3.21 shows a BLAST search alignment 
comparing the human and mouse gene sequences for 
an obesity gene (ob) that produces a hormone called 
leptin. Leptin plays a role in fat metabolism, and muta-
tions in the leptin gene can contribute to obesity (see 
also Figure 11.1). Notice that the nucleotide sequence 
for these two genes is very similar, as indicated by the 
vertical lines between identical nucleotides.

The Human Genome Nomenclature Committee, 
supported by the NIH, establishes rules for assigning 
names and symbols to newly cloned human genes. 
Each entry into GenBank is provided with an acces-
sion number that scientists can use to refer back to 
that cloned sequence. For example, go to the GenBank 
website listed at the Companion Website and then type 
in the accession number U14680 and click “GO.” What 
gene is identified by this accession number? Click on 
the accession number link. Notice that GenBank pro-
vides the original journal reference that reported this 
sequence, the single-letter amino acid code of the pro-
tein encoded by this gene, and the nucleotide sequence 
(cDNA) of this gene. Alternatively, you can type in 
the name of a gene or a potential gene that you are 

www.ncbi.nlm.nih.gov/BLAST
www.ncbi.nlm.nih.gov/BLAST
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interested in to see if it has already been cloned and 
submitted to GenBank. (The BLAST search will identify 
a match with a human gene for early-onset breast can-
cer, BRCA1. The GenBank search identifies the same 
gene by its accession number).

GenBank is only one example of an invaluable 
database that is an essential for bioinformatics. Many 
other specialized databases exist with information such 
as single-nucleotide polymorphism data, BAC and 
YAC library databases, and protein databases that cata-
log amino acid sequences and three-dimensional pro-
tein structures.

A Genome Cloning Effort of Epic 
Proportion: The Human Genome Project
It is a very exciting time to be studying biotechnology. 
We are fortunate to witness the completion of an 
unprecedented project that involved many of the tech-
niques described in this chapter, the Human Genome 
Project (HGP). Initiated in 1990 by the U.S. Depart-
ment of Energy (DOE), the HGP was an international 
collaborative effort with a 15-year plan to identify all 
human genes, originally estimated at 80,000 to 100,000 
in number, and to sequence the approximately  
3 billion base pairs thought to make up the 24 dif-
ferent human chromosomes (chromosomes 1 to 22, 
X, Y). The HGP was also designed to accomplish the 
following:

■ Analyze genetic variations among humans. This 
included the identification of single-nucleotide 
polymorphisms (SNPs; see Figure 1.11).

■ Map and sequence the genomes of model 
organisms, including bacteria, yeast, round-
worms, fruit flies, mice, and others.

■ Develop new laboratory technologies such as high-
powered automated sequencers and computing 

technologies, as well as widely available databases 
of genome information, which can be used to 
advance our analysis and understanding of gene 
structure and function.

■ Disseminate genome information among scientists 
and the general public.

■ Consider the ethical, legal, and social issues that 
accompany the HGP and genetic research.

In the United States, public research on the HGP was 
coordinated by the National Center of Human Genome 
Research, a division of the NIH and the DOE. The proj-
ect funded seven major sequencing centers in the 
United States. Over time, the project grew to become 
an international effort with contributions from scien-
tists in 18 countries. The work was primarily carried 
out by the International Human Genome Sequence 
Consortium, which involved nearly 3,000 scientists 
working at 20 centers in six countries: China, France, 
Germany, Great Britain, Japan, and the United States. 
The estimated budget for completing the genome was 
$3 billion, a cost of $1 per nucleotide. Driven in part 
by competition from private companies and the devel-
opment of computer-automated DNA sequences (such 
as the one described in Figure 3.12) and bioinformat-
ics, the HGP turned out to be a rare government proj-
ect that completed all of its initial goals and several 
additional goals more than 2 years ahead of sched-
ule—and under budget!

The most aggressive competitor on the project was 
a private company called Celera Genomics (aptly 
named from a Latin word meaning “swiftness”) 
directed by Dr. J. Craig Venter, who was the scientist 
directing The Institute for Genomic Research when it 
used shotgun cloning to sequence the genome for  
H. influenza, as discussed earlier in this section. Celera 
announced its intention to use its novel shotgun 
sequencing approach, similar to the methods they had 

FiGurE 3.21 Comparison of the 
Human and Mouse ob Genes Partial 
sequences for these two genes are 
shown, with the human gene sequence 
on top and the mouse gene sequence 
below it.

gtcaccaggatcaatgacatttcacacacg---tcagtctcctccaaacagaaagtcacc

gtcaccaggatcaatgacatttcacacacgcagtcggtatccgccaagcagagggtcact

ggtttggacttcattcctgggctccaccccatcctgaccttatccaagatggaccagaca

ggcttggacttcattcctgggcttcaccccattctgagtttgtccaagatggaccagact

ctggcagtctaccaacagatcctcaccagtatgccttccagaaacgtgatccaaatatcc

ctggcagtctatcaacaggtcctcaccagcctgccttcccaaaatgtgctgcagatagcc

Human OB gene

Mouse ob gene
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used to sequence the genome for H. influenza, as 
well as newly developed, high-powered computer-
automated DNA sequencers, to sequence the entire 
human genome in 3 years. Fearful of how private cor-
porations might control the release of genome infor-
mation, U.S. government groups involved in the HGP 
were effectively forced to keep pace with private groups 
to stay competitive in the race to complete the genome.

In 1998, as a result of accelerated progress, a 
revised target date of 2003 was set for completion of 
the project. On June 26, 2000, leaders of the HGP and 
Celera Genomics participated in a press conference 
with President Bill Clinton to announce that a rough 
“working draft” of approximately 95% of the human 
genome had been assembled (nearly 4 years ahead of 
the initially projected timetable). At a joint press con-
ference on February 12, 2001, Dr. Francis Collins, 
director of the NIH National Human Genome Research 
Institute and of the HGP, and Dr. J. Craig Venter of 
Celera announced that a series of papers describing the 
initial analysis of the genome working draft sequence 
were published by their research groups in the presti-
gious journals Nature and Science, respectively. Scien-
tists spent the next 2 years working to fill in thousands 
of gaps in the genome by completing the sequencing 
of pieces not yet finished, correcting misaligned pieces, 
and comparing sequences to ensure the accuracy of 
the genome. On April 14, 2003, the International 
Human Genome Sequencing Consortium announced 
that its work was done. A “map” of the human genome 
was essentially complete, with virtually all bases iden-
tified and placed in their proper order and potential 
genes assigned to a chromosome (see Figure 3.22).

What Have We learned from the  
Human Genome?
One of the most surprising findings of the project was 
that the human genome consists of approximately 
20,000 protein-coding genes, not 100,000 genes as 
predicted. The prediction was based primarily on esti-
mates that human cells make approximately 100,000 
to 150,000 proteins. One reason why the actual num-
ber of genes is so much lower than the predicted num-
ber is the discovery of large numbers of gene families 
with related functions. In addition, many genes that 
code for multiple proteins through alternative splicing 
have been found. It has been estimated that 92% to 
95% of human genes produce multiple proteins 
through alternative splicing.

Analysis of human genes by functional categories 
has provided genome scientists with a snapshot of the 
numbers of genes involved in different molecular func-
tions. Figure 3.23 shows one proposed interpretation 
of assigned functions to human genes based on gene 
sequence similarity to genes of known function. Not 
surprisingly, many genes encode enzymes, while other 
large categories of genes encode proteins involved in 
signaling and communication within and between cells 
and DNA- and RNA-binding proteins. Notice that this 
estimate also shows that approximately 42% of human 
genes have no known function, although recent evi-
dence suggests that functions for over half of our genes 
remain unknown. Keep this in mind if you are inter-
ested in a career in genetics research, because efforts to 
discover what these genes do will provide exciting 
career opportunities for many years into the future.

FiGURE 3.22 Estimated number of genes on each chromosomes and approxi-
mate size in base pairs (bp) of each human chromosome Figure-compiling statis-
tics for human chromosomes are based on the Sanger Institute’s human genome informa-
tion in the Vertebrate Genome Annotation (VEGA) database. Number of genes is an 
estimate, as it is in part based on gene predictions, which is why this value is higher 
than the estimated 20,000 genes generally accepted as the number of human genes. 
Total chromosome length is an estimate as well, based on the estimated size of some 
noncoding sections of the genome that remain unsequenced.
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Here is a summary of important highlights of some 
of the basic concepts scientists have learned from the 
HGP:

■ The human genome consists of approximately  
3.1 billion base pairs.

■ The genome is approximately 99.9% the same 
between individuals of all nationalities.

■ Single-nucleotide polymorphisms (SNPs) and 
copy number variations (CNVs)—such as 
long deletions, insertions and duplications in 
the genome—account for much of the genome 
diversity identified between humans.

■ Less than 2% of the genome codes for genes.
■ The vast majority of our DNA is non–protein-

coding, and repetitive DNA sequences account 
for at least 50% of the noncoding DNA.

■ The genome contains approximately 20,000 pro-
tein-coding genes.

■ Many human genes are capable of making more 
than one protein, allowing human cells to make 
at least 100,000 proteins from only about 20,000 
genes.

■ The functions of over half of all human genes are 
unknown.

■ Chromosome 1 contains the highest number of 
genes. The Y chromosome contains the fewest 
genes.

■ Many of the genes in the human genome show 
a high degree of sequence similarity to genes in 
other organisms.

■ Thousands of human disease genes have been 
identified and mapped to their chromosomal 
locations.

How will we benefit from the HGP? The com-
plete sequence of the human genome has been 
described as the genetic “blueprint” of humanity, 
containing the scientific keys to understanding our 
biology and behaviors. Identifying all human genes 
is not as important as understanding what these 
genes do and how they function. We will not fully 
understand the function of all human genes for 
many years, if ever. One immediate impact of the 
HGP will be the identification of genes associated 
with human genetic diseases. We will discuss some 
of the ways the HGP is changing diagnosis and treat-
ment of genetic diseases (Chapter 11). A better 
understanding of the genetic basis of many diseases 
will lead to the development of new strategies for 
disease detection and innovative therapies and cures. 
For updated information on the HGP and for an out-
standing overview of goals, sequencing and mapping 
technologies, and the ethical, legal, and social issues 
of the HGP, visit the human genome sites listed at 
the Companion Website.

Figure 3.23 Proposed Functions for 
the Numbers of Human genes 
Assigned to Different Functional Cat-
egories Parentheses show percentages 
based on the 2001 published data by Ven-
ter et al. for 26,383 genes.
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The Human Genome Project started  
an “omics” Revolution
The HGP and genomics are largely responsible for ush-
ering in a new area of biological research—the “omics.” 
It seems that every year, new or existing areas of bio-
logical research are being described as having an omics 
connection. For example:

■ Proteomics—studying all of the proteins in a cell

■ Metabolomics—studying proteins and enzymatic 
pathways involved in cell metabolism

■ Metabonomics–measuring metabolic products 
produced by cells in response to stimuli (such as 
drug treatment) and genetic manipulation

■ Glycomics—studying the carbohydrates of a cell

■ Transcriptomics—studying all genes expressed 
(transcription) in a cell

■ Metagenomics—the analysis of genomes of organ-
isms collected from the environment

■ Pharmacogenomics—customized medicine based 
on a person’s genetic profile for a particular  
condition

If any of the “omics” areas defined here sound of inter-
est to you, do some Internet research on these topics 
and you will find vast amounts of information about 
each area. We will touch on many of these omics areas 
throughout the book. As further evidence of the impact 
of genomics, a new field of nutritional science, called 
nutritional genomics or nutrigenomics, has emerged. 
Nutrigenomics is focused on understanding interactions 
between diet and genes. Several companies provide 
nutrigenomics tests, using microarrays or other genetic 
tests to analyze your genotype for genes thought to be 
associated with different medical conditions or aspects 
of nutrient metabolism. These companies then provide 
a customized report on nutrition and claim that they 
can suggest dietary changes you should make to 
improve your health and prevent illness based on your 
genes. Whether nutrigenomics is actually a valid scien-
tific approach is a subject of debate among scientists.

Comparative genomics
It might surprise you that in addition to studying the 
human genome, the HGP involved mapping and 
sequencing genomes from a number of model organ-
isms, including E. coli, a model plant called Arabidopsis 
thaliana, the yeast Saccharomyces cerevisiae, the fruit fly 
Drosophila melanogaster, the nematode roundworm 
Caenorhabditis elegans, and the mouse Mus musculus, 
among other species. Complete genome sequences of 
these model organisms have been incredibly useful  
for comparative genomics studies, which allow 
researchers to study gene structure and function in 

these organisms in ways designed to understand gene 
structure and function in other species, including 
humans. Because we share many of the same genes as 
flies, roundworms, and mice, such studies will also 
lead to a greater understanding of human evolution. 
The number of genes we share with other species is 
very high, ranging from about 30% of the genes in 
yeast to about 80% of the genes in mice and about 
95% of the genes in chimpanzees (Table 3.3).

Comparative genomic analysis of the genome for 
“man’s best friend” has revealed that we share about 
75% of our genes with dogs. Human DNA even contains 
around 100 genes that are also present in many bacteria. 
When researchers completed the 814 million-bp genome 
of the sea urchin (Strongylocentrus purpuratus), an inver-
tebrate that has served as an important model organism 
particularly for developmental biologists, we learned 
that of the 23,500 genes in the urchin genome, many 
are genes with important functions in humans.

The genomes of many model organisms have been 
completely sequenced, and there are literally hun-
dreds of genomics projects under way worldwide. 
Genome scientists around the world have proposed to 
sequence 10,000 vertebrate genomes, the Genome 
10K plan. This ambitious plan proposes to assemble 
10,000 genomes in 5 years—about one genome a day. 
The first genome for a tree, the black cottonwood (a 
type of poplar), was sequenced several years ago. To 
date, the poplar’s 45,555 genes are the highest number 
found in a genome. Scientists anticipate using data 
from this project to help the forestry industry make 
better products, including biofuels or even genetically 
engineered poplars to capture high levels of carbon 
dioxide from the atmosphere. The honeybee genome 
has also been completed, and information from this 
project will be used to understand bee genetics and 
behavior to help the honey-producing industry as well 
as advance an understanding of how bee toxins pro-
duce allergic responses.

We will discuss genomics projects in other chap-
ters of this book, and throughout it you will learn 
about many applications of genomics. For example, in 
Chapter 5 we discuss microbial genome sequencing 
projects that are sequencing genomes for literally hun-
dreds of newly identified microbes, including microbes 
that live and on humans (the Human Microbiome 
Project) and microbes present in water, soil, and air 
samples from around the world (metagenomics). We 
will also discuss synthetic genome approaches 
designed to create novel life forms from artificially 
constructed genomes.

stone Age Genomics
As yet another intriguing example of genomics, a num-
ber of labs around the world are involved in analyzing 
“ancient” DNA. These studies are generating fascinat-
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ing data from minuscule amounts of ancient DNA from 
bone and other tissues and fossil samples that are tens 
of thousands of years old. Analysis of DNA from a 
2,400-year-old Egyptian mummy, mammoths, platy-
puses, Pleistocene-age cave bears, and Neanderthals 
are some of the most prominent examples of Stone 
Age genomics, also called paleogenomics.

Researchers from McMaster University in Canada 
and Pennsylvania State University published partial 
sequence data (about 13 million bp) from a 
27,000-year-old woolly mammoth. This study showed 
that there is approximately 98.5% sequence identity 
between mammoths and African elephants. Subse-
quent work by other scientists has used whole-genome 
shotgun sequencing of mitochondrial and nuclear 
DNA from Siberian mammoths to provide data on the 
mammoth genome. These studies suggest that the 

mammoth genome differs from that of the African ele-
phant by as little as 0.6%. These studies are a great 
demonstration of how stable DNA can be under the 
right conditions, particularly when frozen. Also 
intriguing are similarities that have been revealed 
between the mammoth and human genomes! When 
the gene sequences from human chromosomes were 
aligned with sequences from the mammoth genome, 
approximately 50% of mammoth genes show 
sequence alignment with human genes on autosomes.

In 2009, a team of scientists led by Svante Pääbo at 
the Max Planck Institute for Evolutionary Anthropology 
in Germany and 454 Life Sciences reported comple-
tion of a rough draft of the Neanderthal (Homo nean-
derthalensis) genome encompassing more than 3 billion 
bp of Neanderthal DNA and about two-thirds of the 
genome. In 2006, Pääbo’s group, along with a number 

Table 3.3 Comparison of seleCTed Genomes

 
 
organism 
(scientific name)

 
approximate size 
of Genome (date 
completed)

 
 
number of 
Genes

approximate 
percentage of 
Genes shared 
with Humans

 
 
 
Web access to Genome databases

Bacterium 
(Escherichia coli)

4.1 million bp 
(1997)

4,403 Not determined www.genome.wisc.edu/

Chicken 
(Gallus gallus)

1 billion bp 
(2004)

~ 20,000– 
23,000

60% http://genomeold.wustl.edu/
projects/chicken

Dog 
(Canis familiaris)

6.2 million bp 
(2003)

~ 18,400 75% http://www.ncbi.gov/genome/
guide/dog

Chimpanzee 
(Pan troglodytes)

~ 3 billion bp 
(initial draft, 2005)

~ 20,000– 
24,000

96% http://www.nature.com/nature/
focus/chimpgenome/index.html

Fruit fly 
(Drosophila melanogaster)

165 million bp 
(2000)

~ 13,600 50% www.fruitfly.org

Humans (Homo sapiens) ~ 2.9 billion bp 
(2004)

~ 20,000– 
25,000

100% www.doegenomes.org

Mouse (Mus musculus) ~ 2.5 billion bp 
(2002)

~ 30,000 ~ 80% www.informatics.jax.org

Plant 
(Arabidopsis thaliana)

119 million bp 
(2000)

~ 26,000 Not determined www.arabidopsis.org

Rat 
(Rattus norvegicus)

~ 2.75 billion bp 
(2004)

~22,000 80% www.hgsc.bcm.tmc.edu/projects/
rat

Roundworm 
(Caenorhabditis elegans)

97 million bp 
(1998)

19,099 40% genomeold.wustl.edu/projects/ 
celegans

Yeast 
(Saccharomyces cerevisiae)

12 million bp 
(1996)

~5,700 30% genomeold.wustl.edu/projects/ 
yeast.index.php

www.genome.wisc.edu/
http://genomeold.wustl.edu/projects/chicken
http://genomeold.wustl.edu/projects/chicken
http://www.ncbi.gov/genome/guide/dog
http://www.ncbi.gov/genome/guide/dog
http://www.nature.com/nature/focus/chimpgenome/index.html
http://www.nature.com/nature/focus/chimpgenome/index.html
www.fruitfly.org
www.doegenomes.org
www.informatics.jax.org
www.arabidopsis.org
www.hgsc.bcm.tmc.edu/projects/rat
www.hgsc.bcm.tmc.edu/projects/rat
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of scientists in the United States, reported the first 
sequence of about 65,000 bp of nuclear DNA isolated 
from bone of a 38,000-year-old Neanderthal sample 
from Croatia. Because Neanderthals are close relatives 
of humans, the sequencing of the Neanderthal genome 
provides a tremendous opportunity to use compara-
tive genomics to advance our understanding of evolu-
tionary relationships between humans.

The human and Neanderthal genomes are 99% 
identical. Some of these sequences are involved in 
cognitive development and sperm motility. Of the 
many genes shared by these species, FOXP2 is a gene 
which has been linked to speech and language ability. 
There are many genes that influence speech, so this 
finding does not mean that Neanderthals spoke as we 
do. But because Neanderthal had the same modern 
human FOXP2 gene, scientists have speculated that 
Neanderthals possessed linguistic abilities. The realiza-
tion that modern human and Neanderthals lived in 
overlapping ranges as recently as 30,000 years ago has 
led to speculation about the interactions between 
modern humans and Neanderthals. Genome studies 
suggest that there was interbreeding between Nean-
derthals and modern humans an estimated 45,000 to 
80,000 years ago in the eastern Mediterranean. These 
exciting studies, previously thought to be impossible, 
are having ramifications in many areas of human evo-
lution, and it will be interesting indeed to follow the 
progress of this work.

10 years After the HGP: What is Next?
In the 10 years since completion of a draft sequence of 
the human genome, studies on the human genome 
continue at a very rapid pace. As a result of the HGP, 
many other major theme areas for human genome 
research have emerged, including cancer genome 
projects, analysis of the epigenome (including the 
Human Epigenome Project, which is creating hun-
dreds of maps of epigenetic changes in different cell 
and tissue types and evaluating potential roles of epi-
genetics in complex diseases), characterization of 
SNPs (the International HapMap Project) and 
CNVs for their role in genome variation, disease, and 
pharmacogenomics applications. As the HGP was 
being completed, a group of about three dozen 
research teams around the world began the Encyclo-
pedia of DNA Elements (ENCODE) Project. The 
main goal of ENCODE is to use both experimental 
approaches and bioinformatics to identify and analyze 
functional elements (such as transcriptional start sites, 
promoters, and enhancers) that regulate expression of 
human genes. Here we discuss two major human 
genome-related research project areas: personalized 
genome projects and cancer genome projects.

Personalized Genome Projects
Because of rapid advances in sequencing technologies, 
several companies have even proposed to sequence 
genomes for individual people, or personalized 
genomics. In 2006, the X Prize Foundation announced 
the Archon X Prize for Genomics, a project to award 
$10 million to the first group to develop technology 
capable of sequencing 100 human genomes with a high 
degree of accuracy in 10 days for under $10,000 per 
genome. Other groups are working on sequencing a 
personalized genome for a mere $1,000. Pursuit of the 
$1,000 genome is evidence that DNA sequencing may 
eventually be affordable enough for individuals to con-
sider acquiring a readout of their own genetic blueprint.

In 2007, the company 454 Life Sciences together 
with researchers at Baylor University sequenced James 
Watson’s genome for approximately $1 million. 454 
Life Sciences decided that “Project Jim,” sequencing the 
genome of the codiscoverer of the DNA structure, was a 
good high-profile way to develop and promote their 
new next-generation sequencing technology. James 
Watson provided 454 scientists with a blood sample in 
2005 and, in mid-2007, they presented Dr. Watson with 
two DVDs containing his genome sequence, which was 
completed at a rough cost of just under $1 million. 
Watson has allowed his sequence to be available to 
researchers except for the sequence of his apolipopro-
tein E gene (ApoE). ApoE gene mutations can indicate a 
disposition for Alzheimer’s disease. Human genome 
pioneer Craig Venter also had his genome sequenced by 
scientists at The Craig J. Venter Institute.

George Church and colleagues at Harvard Uni-
versity have started the Personal Genome Project 
(PGP) and have recruited volunteers to provide 
DNA for individual genome sequencing with the 

yoU DECiDE

To sequence or Not to 
sequence?

As of early 2010, thirteen individual human genome 
sequences have been reported, including sequences 
for a Yoruba African person, two individuals of 
northwest Europe origin, a Han Chinese individual, 
two persons from Korea, African Archbishop Desmond 
Tutu, a family of four, and several others. Would you 
want your genome sequenced? What would you pay for 
your genome sequence? What would you do with this 
sequence information? Who would have access to your 
sequence information? You Decide.
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Biopharmaceutical companies discover 
new drug treatments and develop them 

from the research and development stages through to 
commercial manufacturing, marketing, and finally sales. 
What makes the biopharmaceutical industry or “bio-
pharma,” different from the traditional pharmaceutical 
industry? Pharmaceutical companies in general develop 
chemically based drug compounds that treat illness 
nonspecifically, whereas biopharma uses knowledge of 
biological systems to develop biologically derived drug 
compounds that treat illness in a highly specific manner.  
Although biopharma is currently much smaller than the 
pharmaceutical industry, its growth is triggered by the 
increasing awareness of the potential to treat illnesses 
effectively and possibly to find cures for illnesses that 
were once thought incurable. The lines between tradi-
tional pharma companies and biopharma are blurred. 
Many large pharma companies have biotechnology divi-
sions that work on biopharma. For example, the pharma 
company Roche recently purchased Genentech.

Career paths within the biopharmaceutical industry 
are similar to those in the pharmaceutical industry, 
owing to the similarity in the path of drug devel-
opment. The career possibilities are wide-ranging; 
however, gaining employment with a biopharmaceuti-
cal company is not easy. Competition is fierce, and 
the truth is that no matter how well a person may fit a 
position, there is always someone else who will be just 
as qualified. For that reason, start thinking about ca-
reer options shortly after you have selected your major. 
The best way to begin is by becoming familiar with the 
industry. Many of the websites cited on the Compan-
ion Website, are excellent resources for learning about 
different job opportunities. This knowledge will enable 
you to customize your education to better serve a 
particular job function—a sure way to get ahead of the 
competition.

Many entry-level positions are available to those with 
associate’s and bachelor’s degrees; however, having a 
bachelor’s degree will guarantee a slightly higher start-
ing salary. Many higher-paying entry-level positions 
require an advanced degree, such as a master’s degree 
or even a doctorate (PhD.). Knowing this may greatly 
influence your decision to continue your education 
before entering the workforce. However, as important as 
educational training is, employers are constantly looking 
for experienced individuals. Gaining real-life experience 
through volunteer work, independent study research, 
or an internship may offer you the best opportunity 
to explore your options while you are completing your 
studies. Industry internships are an excellent way to 
learn about different roles in a company and to see what 

you like, and they may also lead to employment after 
graduation.

If you cannot find the ideal job in the industry after 
graduation, temporary employment is another good 
way to begin with a biopharmaceutical company. Many 
placement services work with job seekers and biotech-
nology companies to find people who can fill a need for 
a short period of time; however, if you do a good job 
in a temporary position, the company may try to find a 
permanent position for you.

In considering a position, it is important to under-
stand the job description as well as what is required of 
that position. Numerous companies hire people as lab 
technicians, but the job descriptions for this position 
are as numerous as the jobs. For example, quality-
control lab technicians follow very controlled and highly 
precise procedures to test the quality of a product; their 
main function is to ensure that a good product is being 
produced. Technicians working in a diagnostic capacity 
are responsible for testing a new product or procedure 
to make sure that it works correctly and then for recom-
mending improvements. Research and development or 
discovery lab technicians are responsible for just that: 
their main function is to develop new products as well 
as to find new uses for old products. It is not required 
that you have prior experience in every experimental as-
say or lab procedure to become a lab technician. A good 
company will always teach you what you need to know 
to do the specific job; however, all lab technicians must 
have good lab skills and be organized, detail-oriented, 
motivated, and, most importantly, enthusiastic.

A potential down side of working in the biophar-
maceutical industry is that all work is tailored around 
developing, producing, and selling a product. Creativ-
ity and originality are not always incorporated into the 
daily routine of life in the laboratory. The work environ-
ment is usually very controlled because all operations 
are regulated by the FDA and must be documented 
rigorously. Also, since products are produced through 
biological processes, work schedules are linked directly 
to these processes, such as waiting for cells to grow 
to the right density. In some cases, this can mean a 
shorter work week or less structured work hours.

In the biopharmaceutical industry, the fast-paced 
work environment is always changing and always de-
manding that its employees work hard and efficiently. 
Each day brings new obstacles and challenges, which 
makes working in this industry so exciting.

Contributed by Robert Sexton (B.S., Biology, M.B.A., Monmouth 
University), Oncology Development Operations, Novartis Pharma-
ceuticals Corporation.

CAREER PRoFilE

Career options in the biopharmaceutical industry: Perspectives 
from a Recent Graduate



by Genentech and then widely distributed by Eli Lilly and 
Company, which continues to produce Humulin today. Since 
it first became available in 1982, Humulin has been used suc-
cessfully and safely to treat millions of patients. The vast 
majority of insulin given to insulin-dependent diabetes mel-
litus patients worldwide is recombinant insulin. There are now 
many variations of Humulin available, most of which are dif-
ferent mixtures that determine whether the insulin is fast- or 
slow-acting once injected. Recently researchers have been 
working on techniques to produce recombinant insulin in 
plants, which is expected to dramatically reduce biomanufac-
turing costs. The insulin story is an outstanding example of 
how recombinant DNA techniques are being used to make a 
difference in alleviating human pain and suffering.

QUEsTioNs & ACTiViTiEs

Answers can be found in Appendix 1.

 1. Distinguish among gene cloning, recombinant 
DNA technology, and genetic engineering by 
describing each process and discussing how 
they are interrelated. Provide examples of each 
approach as described in this chapter.

 2. Describe the importance of DNA ligase in a 
recombinant DNA experiment. What does this 
enzyme do and how does its action differ from the 
function of restriction enzymes?

 3. Your lab just determined the sequence of a rat 
gene thought to be involved in controlling the 
fertilizing ability of rat sperm. You believe a simi-
lar gene may control fertility in human males. 
Briefly describe how you could use what you 
know about this rat gene combined with PCR to 
clone the complementary human gene. Be sure 
to explain your experimental approach and the 
necessary lab materials. Also explain in detail any 
procedures necessary to confirm that you have a 
human gene that corresponds to your rat gene.

 4. What features of plasmid cloning vectors make 
them useful for cloning DNA? Provide examples 
of different types of cloning vectors and discuss 
their applications in biotechnology.

 5. If you performed a PCR experiment starting with 
only one copy of double-stranded DNA, approxi-
mately how many molecules would be produced 
after 15 cycles of amplification?

 6. Compare and contrast genomic libraries with 
cDNA libraries. Which type of library would be 
your first choice to use if you were attempting to 
clone a gene in adipocyte (fat) cells that encodes a 
protein thought to be involved in obesity? Explain 

understanding that the resulting genome data will be 
made publicly available. Church’s genome has been 
completed and been made available online. Since the 
Watson and Venter genomes were completed the first 
complete genome sequence was provided for an indi-
vidual “ancient” human, a Palaeo-Eskimo, obtained 
from a roughly 4,000-year-old permafrost-preserved 
hair. This work recovered about 78% of the diploid 
genome and revealed many interesting SNPs (of which 
about 7% have not been previously reported).

Cancer genome projects
Cancer as a disease has many genetic components. 
The NIH began work on a cancer genome project 
called the Cancer Genome Atlas Project (TCGA) 
to map important genes and genetic changes involved 
in cancer. The TCGA project has sequenced over 100 
partial genomes for various cancers to date. Together 
with a group of researchers in 11 countries, called the 
International Cancer Genome Consortium (JCGC), 
there are plans to sequence genomes from over 500 
tumor samples representing more than 20 different 
cancers. Not surprisingly, most common cancers—
such as breast, lung, colon, pancreatic, brain, and 
ovarian cancer—are among the most actively studied 
cancer types and are being analyzed first. Ultimately it 
is expected that the identification of key genes 
involved in tumor formation and metastasis (spread-
ing) will lead to improved diagnostic techniques for 
the detection of cancer and more effective treatments 
for curing cancer (this is already happening in some 
cases, as we will discuss in Chapter 11).

mAkiNG A DiFFERENCE
One of the most successful examples of how recombinant DNA 
technology is saving lives is also one of its first applications 
for treating human disease. Earlier in the chapter we dis-
cussed how the recombinant form of insulin, called Humulin, 
became the first product of recombinant DNA technology to 
be approved by the FDA for use in humans. Prior to recombi-
nant insulin, insulin was isolated from animals. In many dia-
betics, insulin from animal sources was ineffective and caused 
a range of complications. Producing recombinant insulin was 
not easy (see Figure 5.9). Insulin is composed of two differ-
ent polypeptides chains. Both polypeptides had to be expressed 
in recombinant form and assembled to form the active hor-
mone. Needless to say, it was quite a feat to successfully en-
gineer insulin, such a challenging recombinant protein, as 
the first product of this technology. This demonstration that 
a recombinant approach for producing a complex protein was 
possible made scientists highly optimistic about the possi-
bilities of recombinant DNA approaches to making other pro-
teins of therapeutic value. Humulin was originally developed 

Chapter 3 Recombinant DNA Technology and Genomics98



Questions & Activities 99

and select BamHI. Scroll to the bottom of the page 
and click the “Analyze sequence” button. What 
did you find? Is your sequence cut by BamHI? 
Analyze this sequence for other cutting sites to 
answer the following questions. Is this sequence 
cut by EcoRI? How about SmaI? What happens if 
you do a search and scan for cutting sites with all 
enzymes in the database?

 9. Go to the molecular biology section of the Biology 
Project website from the University of Arizona 
(you can find the address on the Companion 
Website). Link to “Recombinant DNA Technol-
ogy” and test your knowledge of recombinant 
DNA technology by working on the questions at 
this site.

10. Search the Web for the company Sciona, which 
markets the MyCellf DNA evaluation kit for 
nutrigenomics. Do you think kits such as this 
should be used, even though they are largely 
based on unproven information?

11. What is the structural difference between a 
deoxyribonucleotide (dNTP) and a dideoxyribo-
nucleotide (ddNTP) used for DNA sequencing?

12. Describe several findings of the Human Genome 
Project.

13. Modern biology is experiencing an “omics” revo-
lution. What does this mean?

your answer. What type of library would you 
choose if you were interested in cloning gene reg-
ulatory elements such as promoter and enhancer 
sequences?

 7. Visit the Online Mendelian Inheritance in Man 
Site (OMIM) at the Companion Website and 
then click on “Search the OMIM database.” Type 
diabetes in the search box and then click “Submit 
Search.” What did you find? Try typing 114480 in 
the search box. What happened this time? Alter-
natively, search for a gene you might be inter-
ested in and see what you can find in OMIM. If 
the results of your OMIM search are too technical, 
visit the “Genes & Disease” section of the NCBI 
site from the Companion Website then search for 
diabetes.

 8. Software analysis of DNA sequences makes it 
much easier for molecular biologists to study gene 
structure. This activity is designed to help you 
experience applications of DNA analysis software. 
Imagine that the following very short sequence 
of nucleotides, GGATCCGGCCGGAATT CGTA, 
represents one strand of an important gene that 
was just mailed to you for your research project. 
Before you can continue your research, you must 
find out which restriction enzymes, if any, cut this 
piece of DNA.

   Go to the Webcutter site from the Companion 
Website. Scroll down the page until you see a text 
box with the title, “Paste the DNA Sequence into 
the Box Below.” Type the sequence of your DNA 
piece into this box. Scroll down the page, leaving 
all parameters at their default settings until you 
see “Please Indicate Which Enzymes to Include 
in the Analysis.” Click on “Only the following 
enzymes:” and then use the drop-down menu 

Visit www.pearsonhighered.com/biotechnology
To download learning objectives, chapter summary, 
“Keeping Current” web links, glossary, flashcards, and 
jpegs of figures from this chapter.
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Proteins as Products
After completing this chapter, you 
should be able to:

■ Explain the uses of some 
biotechnologically produced 
enzymes in industry.

■ Provide three examples of medical 
applications of proteins.

■ List common household products 
that may include manufactured 
proteins as ingredients.

■ Discuss the advantages and 
disadvantages of bacterial, fungal, 
plant, and animal sources of 
protein expression.

■ Explain why Escherichia coli 
is frequently used for protein 
production, and describe E. coli’s 
limitations.

■ Explain why protein glycosylation 
may determine the choice of a 
protein expression system.

■ Describe a general scheme for 
protein purification of a protein 
like hemoglobin.

■ Explain how a target protein is 
separated from other cell proteins 
given a specific purification 
sequence.

■ Discuss the benefits of being able 
to predict protein structure from 
the DNA sequence (proteomics).

4
C h A P t e r

Lab Supervisor Preparing a Purification Column to Separate a Commercial 
Biological Product.
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ForeCASting the Future
Biotechnologically produced medications (or drugs) are 
all proteins. Until recently, the chemistry of the purified 
protein molecule dictated the method of drug delivery 
(injection, absorption, ingestion, or other means). Un-
fortunately, these delivery methods can lead to serious 
systemic and autoimmune side effects. Interferon alpha-2b, 
traditionally given by injection and approved for treat-
ment of melanoma, hepatitis C, and conditions caused by 
the human papillomavirus (HPV), is a good example of a 
medicine with a traditionally problematic delivery method. 
Recently, to address this problem, the company Helix 
BioPharma has developed a multilamellar nanovesicle (a 
multilayered submicroscopic particle that can be easily as-
similated by the body) that enables a timed, controlled 
release of the protein applied in a skin cream. This topical 
delivery is adapted to large hydrophilic molecules such as 
interferon alpha-2b, which helps avoid the serious side ef-
fects caused by more traditional delivery methods. In the 
future, the design of delivery methods that are adapted to 
the chemistry of the protein biomolecule may be as impor-
tant as the discovery of the biomolecule itself.

of virtually all proteins. We focus on those production 
processes in this chapter.

In 2000, the National Institutes of Health launched 
the Protein Structure Initiative (PSI), a 10-year, $600 
million effort to identify the structure of human proteins. 
The PSI is a federal university and industry effort 
aimed at reducing costs and lessening the time it takes 
to determine three-dimensional protein structures. 
The initial goal of the PSI was to make the structures 
of most proteins easily obtainable from knowledge of 
their corresponding DNA sequences. In the current 
phase, which began in 2010, investigators are using 
high-throughput structure determination, which was 
successfully developed during the earlier phases of the 
PSI, to study a broad range of important biological and 
biomedical problems.

This massive effort to further understand the 
structure of proteins helped researchers understand 
their function. More than 1,200 superfamilies (groups 
of related protein structures) of proteins have been 
identified so far, and the relationship between a pro-
tein’s amino acid sequence to its structure is now well 
understood. The public database that is part of the ini-
tiative currently holds more than 33,000 protein 
sequences. The goal of the initiative is to be able to 
model unknown protein structures based on structural 
comparisons to those stored in the database. For exam-
ple, the Human Genome Project produced the 3 billion 
base-pair sequences of human DNA, but the predicted 
100,000 proteins resulting from this DNA will be hard 
to determine without the effort of scientists supported 
by major governmental initiatives like this.

We begin with a quick survey of the many applica-
tions of proteins in a variety of industries. Then we look 
at the nature of protein structures, paying special atten-
tion to the process of protein folding. With that as a foun-
dation, we delve into some of the details of protein 
processing, beginning with the methods of expressing 
proteins. We then learn how expressed proteins are puri-
fied and examine the processes used to analyze and ver-
ify the final product. Although there is no one best 
method for processing proteins, several generally useful 
techniques are available. In this chapter, we look at those 
techniques, keeping in mind that the specifics of protein 
processing vary from case to case.

4.1  Proteins as Biotechnology 
Products

The use of proteins in manufacturing processes is a 
time-tested technology. For example, two of the oldest 
food-processing endeavors depend on proteins: beer 
brewing and winemaking. Fermentation depends not 

Tropical rainforests, the deepest reaches of the 
ocean, boiling geysers in Yellowstone National 
Park, and whale skeletons—these are on the fron-

tier of the scientific quest for proteins. Proteins are 
large molecules required for the structure, function, 
and regulation of living cells. Each protein molecule 
has a unique function in the biochemical reactions 
that sustain life. As researchers explore the proteins 
that occur in nature, they unlock secrets that govern 
growth, speed of chemical decomposition, and protec-
tion from disease.

The applications of proteins are as numerous as 
proteins themselves. Consider whale skeletons: dur-
ing the natural decomposition process, bones are 
often colonized by bacteria, some of which have 
evolved especially to digest the fatty residue remain-
ing on them. The proteins that the bacteria produce to 
break down the fats are adapted to the frigid waters of 
the deep sea. Researchers recognized that a substance 
with the ability to dissolve fats at cold temperatures 
would make a great additive for commercial laundry 
detergents.

Even after a protein is discovered in nature and an 
application is matched to its characteristics, a great 
deal of ingenuity is required to produce the protein of 
the necessary quality and quantity required. For 
example, if we plan to mass-produce a new cold-water 
detergent, we cannot rely on whale skeletons; rather, 
we must find another source of the proteins needed. 
Fortunately, biotechnology facilitates the production 
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this knowledge until the 1970s, when recombinant 
DNA technology was first developed and it became 
possible to produce specific proteins on demand. Since 
that time, the production of proteins has been the 
driving force behind the development of new products 
in a wide variety of industries.

Other industries are also benefiting from the ready 
availability of bioengineered proteins. Many of these 
applications depend on the power of a group of proteins 
called enzymes to speed up chemical reactions. 
Enzymes serve myriad purposes, such as making deter-
gents work better, increasing the flow of oil in drilling 
operations, and cleaning contact lenses. Enzymes are 
used in manufacturing to break down large molecules—
a process called depolymerization. These enzymes 
include glycosidases (carbohydrases) like amylase, 
which breaks down starch; proteases, which break 
down other proteins; and lipases, which break down 
fats (Table 4.1). Such enzymes (like chymosin, for 
cheese) are used in food and beverage production and 
for bulk processing in industries (see Figure 4.1).

Hormones, which carry chemical messages, and 
antibodies, which protect the organism from disease, 
are two other groups of proteins produced commer-
cially, primarily for the medical industry. Hormones 
also have agricultural uses. For instance, hormones 
can stimulate the rooting of plant cuttings and encour-
age more rapid growth of meat animals. We discuss 
hormones used in agriculture in more detail later 
(Chapters 6 and 7) .

Figure 4.1 Cheese Production Casein, the primary ingredi-
ent in cheese, is the result of a chemical conversion that depends 
on chymosin. This enzyme has been obtained from the stomach 
walls of unweaned calves for centuries. Today 80 percent of the 
chymosin manufactured is produced (and purified) from geneti-
cally modified cells.

Isolation of prochymosin
mRNA from calf cells

Determination of the 
amino acid sequence 

of prochymosin

Transcription of mRNA
to cDNA (using reverse

transcription)

Biochemical synthesis of
prochymosin DNA

Cloning of cDNA into an
appropriate vector

Introduction of vector 
into a suitable 
microorganism

Expression and excretion 
of prochymosin into culture

Conversion of prochymosin
into active chymosin at low pH

Purification of chymosin and
formulation of commercial 

preparations

Chymosin

Surface
glycopeptides

removed

Denuded
casein 

particles

Ca2+

Aggregated calcium
paracaseinate particles

in milk coagulum

4914504003
Fig 4.2

only on yeast-produced enzymes but also on others 
added directly to the batch. Cheese making is another 
food-processing industry that has always used proteins 
and, thanks to bioengineering, the protein source now 
used is from engineered bacteria rather than the 
calves’ stomachs that originally provided the cheese-
making enzyme (Figure 4.1).

Even though the value of proteins in manufactur-
ing had long been evident, we were not able to further 

enzyme Application

Amylases Digest starch in fermentation and pro-
cessing

Proteases Digest proteins for detergents, meat/
leather, cheese, brewing/baking, animal/
human digestive aids

Lipases Digest lipids (fats) in dairy and vege-
table oil products

Pectinases Digest enzymes in fruit juice/pulp

Lactases Digest milk sugar

Glucose isomerase Produce high-fructose syrups

Cellulases/ 
hemicellulases

Produce animal feeds, fruit juices, 
brewing converters

Penicillin acylase Produces penicillin

TAble 4.1  Some enzymeS And Their induSTriAl 
APPliCATionS
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usually produced through microbial fermentation or 
by mammalian cell culture. Today, there are nearly 
400 biotechnology medicines in the pipeline, and the 
majority are proteins. If even a small percentage of 
these drugs succeed, it will significantly add to the 
approximately 40 biotech drugs currently in use.

Producing biotech drugs is a complicated and 
time-consuming process. Researchers can spend many 
years just identifying the relevant therapeutic protein, 
determining its gene sequence, and working out a 
process to make sufficient quantities of the protein 
molecules using biotechnology. Once this method is 
determined, technicians can produce large batches of 
the protein products in bioreactors, under carefully 
controlled conditions, by growing host cells that have 
been transformed to contain the therapeutic gene (a 
bioreactor is a sterile production container designed to 
produce biological products). The cells are stimulated 
to produce the target proteins through precise culture 
conditions that include a balance of temperature, oxy-
gen, acidity, and other variables. At the appropriate 
time, the proteins are isolated from the cultures, strin-
gently tested at every step of purification (which we 
discuss later in this chapter), and formulated into 
pharmaceutically active products. Manufacturing 
technicians monitoring bioreactors must strictly com-
ply with FDA regulations at all stages of the procedure 
(see Chapter 12 for examples of these regulations).

Another dramatic example of the potential use of 
proteins in health care is in the treatment of damaged 

Biotech drugs and other medical 
Applications
Biotechnology proteins have revolutionized the 
health care and pharmaceutical industries in the past 
several decades. Many illnesses, from common condi-
tions like diabetes to rare diseases like Gaucher’s dis-
ease, can be treated by replacing missing proteins. In 
the case of diabetes, the missing protein is the hor-
mone insulin. Insulin once had to be harvested from 
pigs and cows. This was less than ideal because human 
bodies often rejected this foreign protein. Researchers 
overcame the problem by turning to an unlikely 
source: the bacterium E. coli. By inserting human 
genes into E. coli, they created microscopic insulin fac-
tories. (We look at the remarkable use of genetically 
engineered organisms as a source of proteins more 
closely later in this chapter.) The U.S. Food and Drug 
Administration (FDA) approved this new insulin in 
1982, making it the first recombinant DNA drug. The 
ability to produce an abundant supply of human insu-
lin has improved the health and lives of millions of 
people. (Table 4.2 lists some other protein-based 
pharmaceutical products.)

Therapeutic proteins—such as monoclonal anti-
bodies, blood proteins, and enzymes produced by liv-
ing organisms to fight disease—can also be thought of 
as biotech drugs. Unlike other medicines, these drugs 
are not synthetically produced (i.e., chemically syn-
thesized by adding one compound at a time) but are 

tABLe 4.2  Some Protein-BASed PhArmACeutiCAL ProduCtS (moSt ProduCed AS reComBinAnt ProteinS)

Protein Application

Erythropoietins Treatment of anemia

Interleukins 1, 2, 3, 4 Treatment of cancer, AIDS; radiation- or drug-induced bone marrow suppression

Monoclonal antibodies Treatment of cancer, rheumatoid arthritis; used for diagnostic purposes

Interferons (α, β, γ, including consensus) Treatment of cancer, allergies, asthma, arthritis, and infectious disease

Colony-stimulating factors Treatment of cancer, low blood cell count; adjuvant chemotherapy; AIDS therapy

Blood clotting factors Treatment of hemophilia and related clotting disorders

Human growth factor Treatment of growth deficiency in children

Epidermal growth factor Treatment of wounds, skin ulcers, cancer

Insulin Treatment of types 1 and 2 diabetes mellitus

Insulin-like growth factor Treatment of type 1 diabetes mellitus

Tissue plasminogen factor Treatment after heart attack, stroke

Tumor necrosis factor Cancer treatment

Vaccines Vaccination against hepatitis B, malaria, herpes
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textiles and Clothing
Other examples of industrial proteins are right in 
your closet. For more than a century, enzymes have 
been used in the textile industry to break down the 
starches used to “size” (stiffen) fabrics during the 
manufacturing process. Enzymes are also replacing 
harsh chemicals and processes used to lighten and 
soften fabrics.

One exciting example of the textile uses of pro-
teins is illustrated by recent research into spider silk. 
Spider-silk fibers have astonishing mechanical prop-
erties: they have strength comparable to steel, 
toughness greater than Kevlar and are less dense 
than cotton or nylon. However, spiders don’t spin 
nearly enough silk to be harvested for use in indus-
trial products. Researchers in Germany have recently 
discovered that protein subunits are responsible for 
silk’s amazing properties. These findings provide a 
clearer understanding of the mechanical nature of 
spider-silk fibers and may be useful for design of silk-
like products. The transfer of spider-silk genes into 
host organisms that can produce the quantities of 
protein needed has already been completed and the 
new structural information should lead to new prod-
ucts soon.

corneas. A study from researchers in Canada and 
Sweden has shown that biosynthetic corneas can 
help regenerate and repair damaged eye tissue and 
improve vision. The discovery is significant because 
this approach could help restore sight to millions of 
people who are waiting for donated human corneas 
for transplantation. In the study, each patient under-
went surgery on one eye to remove damaged corneal 
tissue and replace it with the biosynthetic cornea, 
made from synthetically cross-linked recombinant 
human collagen. The protein was produced in yeast 
cells and chemically cross-linked for the experiments. 
Over 2 years of follow-up, the researchers observed 
that cells and nerves from the patients’ own corneas 
had grown into the implant, resulting in a “regener-
ated” cornea that resembled normal, healthy tissue. 
The biosynthetic corneas also became sensitive to 
touch. Vision improved in many of the patients, and 
after contact lens fitting, vision was comparable to 
conventional corneal transplantation.

Using a new method for rapidly screening molecules 
associated with disease, Joshua LaBaer and colleagues 
from the Biodesign Institute at Arizona State University 
have identified a broad panel of 28 early predictors, or 
biomarker proteins, which may one day aid in the 
early diagnosis of breast cancer. Studies have shown that 
proteins produced by cancers can trigger the body to 
produce antibodies not found in healthy individuals. 
These “autoantibodies” can be measured in the blood 
and used to reveal the presence of cancer. In the breast 
cancer study, protein microarrays were used to display 
thousands of different potential biomarker proteins on a 
single microscope slide. A tiny drop of blood was added 
to the microarray to look for those proteins that are rec-
ognized by antibodies from cancer patients but not from 
the healthy women (see section 4.10). The initial results 
narrowed the number of potential biomarkers candi-
dates from 5,000 to 761. Finally, these 761 proteins were 
tested in a blind study to find the final 28 protein bio-
markers. Autoantibody biomarkers in patients can be 
readily used for the detection of many other cancers: 
ovarian, prostate, and lung, among others.

Food Processing
You can find plenty of examples of industrial uses of 
proteins in your kitchen. For decades the food process-
ing industry has relied on enzymes to improve baby 
food, canned fruit, cheeses, baked goods, beer, desserts, 
and dietetic foods. The enhancements are quite varied.

In bread, for example, enzymes may be used to 
make starches easier for yeast to act on, allowing the 
dough to rise more quickly. As a result, the bread 
dough is easier to handle and the final texture is more 
consistent.

It takes about $800 million to bring a drug to market. 
Included in this cost is the price of researching drugs 
that are not approved owing to an adverse reaction 
or ineffectiveness. Usually, the purification process 
has already been developed and the product is in 
human trials when this happens Although drug prices 
are often high, many people do not realize that these 
prices reflect, in part, the cost of research on prod-
ucts that were not approved. If we also add the abil-
ity to determine which drug is best for each patient 
(pharmacogenetics) to the cost of bringing a drug to 
market, the cost climbs higher (see Chapter 1). Be-
cause biotechnology companies are supposed to make 
a profit for their stockholders, it is more profitable for 
the company to have everyone buy their drug, even 
if the drug is not entirely suited for each individual. 
What do you think is the best solution: higher prices 
and better drugs, or lower prices and drugs that do 
not always work and may even have negative side  
effects? You decide.

testing for the Best 
Product: Who Should Pay?

you deCide
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molecular weights. They also have an electrical charge 
that cause them to interact with other molecules. This 
ability to interact is the key to the biological activity of 
proteins. Consider, for example, the way the chemical 
structure and electrical charge of an amino acid can 
influence its interactions with water: The molecules will 
be either hydrophilic (water loving, attracted to water 
molecules) or hydrophobic (water hating, as if the 
water molecules and amino acids repelled one another).

Structural Arrangement
Proteins are capable of four levels of structural arrange-
ment. These are the primary, secondary, tertiary, and 
quaternary structures of proteins (see Figure 4.2).  
The exact arrangement that a protein has depends on 
the specific chemical sequence of its amino acids and the 
types of side groups that are present. (See Appendix 2, 
side groups of amino acids for clarity.)

detergents
As noted earlier, when enzymatic ingredients are added 
to detergents, they do a better job of cleaning and are 
more biodegradable. Laundry detergents take advantage 
of the specific roles of proteases, lipases, and amylases to 
dissolve stains in cooler water. If you look at the labels of 
many laundry stain removers, you will see enzymes 
listed as the first and sometimes only active ingredients.

Bioremediation: treating Pollution  
with Proteins
In addition to reducing the quantity of pollutants pro-
duced during industrial processes, proteins can be used 
to clean up harmful wastes. Organic wastes from feed-
lots, homes, and businesses are a growing threat to the 
environment, especially aquatic ecosystems. Enzymes 
can be used to digest such organic wastes before they 
cause trouble.

Another promising new application for proteins is 
in neutralizing heavy metal pollutants such as mer-
cury and cadmium. These dangerous elements can 
persist in the environment, causing harm to organisms 
throughout the food chain. These metals resist enzy-
matic breakdown, but this does not mean that proteins 
cannot be used to neutralize them (see Chapter 9). 
Some microorganisms have a sticky coat of metallo-
thioneins, proteins that actually capture heavy met-
als. In this case, the pollutant is not dismantled or 
digested but simply made less dangerous. When toxic 
metals are bound to bacteria, they are less likely to be 
absorbed by plants and animals.

Researchers are currently using the power of 
genetic engineering to create new, better biological 
tools to attack and destroy toxic substances. Because 
the research process sometimes depends on randomly 
shuffling genes in the bacteria, the enzymes produced 
by the rearranged genes can be more or less reactive 
than those naturally produced. In a sense, scientists 
are accelerating the process of random mutation and 
evolution in the hope of discovering new, more effi-
cient pollution-eating proteins (described in greater 
detail in Chapter 9).

4.2 Protein Structures

Ribosomes are factories that produce proteins (Chap-
ter 2). To understand the processes of expressing and 
harvesting proteins, we must look at the molecular 
structure of proteins more closely.

Proteins are complex molecules built of chains of 
amino acids. Like all molecules, proteins have specific 

Figure 4.2 the Four Levels of Protein Structure The 
proper folding of proteins is necessary for full functional capa-
bility. Purification methods must guarantee that proper folding 
is retained.

Secondary protein structure
occurs when the sequence of
amino acids is linked by weak
hydrogen bonds into one or
two structural forms

Primary protein structure
is the sequence of a chain of
amino acids

Tertiary protein structure
occurs when certain attractions 
are present between alpha 
helixes and beta sheets 
producing a unique 3D structure 

Quaternary protein structure
is a protein consisting of more 
than one amino acid chain, each
participating in the final 3D shape

Amino 
acids

Beta 
sheet

Alpha 
helix

Alpha helix

Beta sheet

4914504003
(Fig 4.3)
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quickly change shape (egg white) as the hydrogen and 
cross-linking tertiary bonds are broken by heat. Most 
proteins used in the lab are kept on ice to maintain their 
fragile structure and prevent them from being destroyed 
by the heat in the lab.

Quaternary structures
Quaternary protein structures are unique, globular, 
three-dimensional complexes built of several polypep-
tides. Hemoglobin, which carries oxygen in the blood, 
is an example of a protein with quaternary structure; it 
is composed of two tertiary proteins linked together.

Protein Folding
Everything that is important about a protein—its 
structure, its function—depends on folding. Folding 
describes how different strands of amino acids take 
their shape; for example, sickle cell anemia results 
from a misfolding due to a single amino acid replace-
ment at a strategic location in the primary structure. If 
a protein folds incorrectly, not only will the desired 
function of the protein be lost but the resulting mis-
folded protein can be detrimental. For example, the 
plaque that forms in Alzheimer’s disease accumulates 
because a misfolded protein cannot be broken down 
by the enzymes present in brain cells.

The first breakthrough in understanding the fun-
damental forms of proteins came in 1951, when Paul-
ing and Corey described the alpha helix and beta sheet, 
which are the most common components of protein 
structure. Both structures result from hydrogen bond-
ing that ties together the chain of amino acids. Not 
only Alzheimer’s disease but cystic fibrosis, “mad cow” 
disease (bovine spongiform encephalitis, or BSE), 
many forms of cancer, and some heart attacks have all 
been linked to clumps of incorrectly folded proteins. 
Because protein folding occurs naturally, it is easy to 
see why one of the biggest challenges biotechnology 
faces is understanding and controlling the protein fold-
ing in the manufacturing process.

glycosylation
More than 100 posttranslational modifications (like 
glycosylation) occur within a eukaryotic cell. In glyco-
sylation, carbohydrate units (sugar molecules) are 
added to specific locations on proteins (see Figure 4.3). 
This change can have a significant effect on a protein’s 
activity: it can increase solubility and orient proteins 
into membranes and extend the active life of a molecule 
in an organism.

Glycoproteins can be used in the treatment of dis-
ease, as scientists with the Scripps Research Institute 
(reported in the June 10, 2010, edition of the journal 

Primary structures

The 20 commonly occurring amino acids are the build-
ing blocks that make up proteins. Ten to 10,000 amino 
acids can be linked together in a head-to-tail fashion to 
form the sequence of a protein. The sequence in which 
amino acids are linked together at the ribosome is 
known as the primary structure. Altering a single amino 
acid in the sequence can mean that the protein loses 
all function. Genetic diseases are often the result of 
these protein mutations.

Secondary structures
Secondary protein structures occur when chains of 
amino acids fold or twist at specific points, forming new 
shapes due to the formation of hydrogen bonds between 
hydrophobic amino acids. The most common shapes, 
alpha helices and beta sheets, are described in the sec-
tion on protein folding. In the alpha-helix arrangement, 
the amino acids form a right-handed spiral. The hydro-
gen bonds stabilize the structure, linking an amino acid’s 
nitrogen atom to the oxygen atom of another amino 
acid. Because the links occur at regular intervals, a spi-
raling chain is formed. In the beta-sheet structure, the 
hydrogen bonds also link the nitrogen and oxygen 
atoms; however, because the atoms belong to amino 
acid chains that run side by side, an essentially flat sheet 
is formed. The sheets can either be “parallel” (if the 
chains all run in the same direction) or “antiparallel” (in 
which case the chains alternate in direction). One of the 
fundamental elements of protein structure, the beta 
turn, occurs when a single chain loops back on itself to 
form an antiparallel beta sheet. Both the alpha-helix and 
beta-sheet structures exist because they are the most sta-
ble structures the protein can assume.

tertiary structures
Tertiary protein structures are three-dimensional poly-
peptides (large molecules made up of many similar, 
smaller molecules) that are formed when secondary 
structures are cross-linked. The bonds that hold 
together tertiary structures occur between amino acids 
capable of forming secondary covalent bonds (like cys-
teine, which can form disulfide bonds with another 
adjacent cysteine, cross-linking the protein into a 
unique shape). (A quick look at Appendix 2 will show 
the SH side group of cysteines that can cross-link to 
form disulfide bridges.) The tertiary structure of a pro-
tein determines its function, such as binding a cellular 
receptor or catalyzing a chemical reaction.

No matter what secondary and tertiary structure a 
protein takes, it is important to remember that struc-
tures are fragile. Hydrogen bonds can be broken easily, 
damaging a valuable protein. Anyone who has heated 
an egg has realized that the fluid egg proteins (albumin) 
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enough to select for these types of bacterial survivors. 
Directed molecular evolution requires introducing 
specific changes in the nucleotide sequences of a par-
ticular gene, resulting in new arsenic-metabolizing 
enzymes, as seen in Figure 4.4 on the next page.

Such newly modified genes can then be introduced 
into a host cell, where the required amino acid 
sequence is produced by the host system. This tech-
nique allows researchers to create proteins with specific 
enhancements. Unlike naturally occurring mutation, 
directed molecular evolution focuses only on muta-
tions that occur in a specific gene and selects the best 
proteins from that gene, irrespective of the potential 
benefits it may have for the original organism. For 
example, when E. coli manufactures human insulin, 
there is no benefit to the bacteria. For more informa-
tion about directed molecular evolution, visit Maxygen 
Corporation’s website at www.maxygen.com.

Enzymes have been modified over millions of 
years of evolution to catalyze specific chemical reac-
tions in cells. Within the last decade, scientists have 
used directed evolution and rational design (designing 
a protein to fit a surface) with varying degrees of suc-
cess to improve activity, stability, and selectivity of 
native enzymes. Much progress has been made in 
David Baker’s lab at the University of Washington 
using a rational design program called Rosetta. The 
team designed an enzyme not found in nature by 
modeling the active site part of the enzyme and then 
finding a protein scaffold structure to attach to the 
part. After testing 84 constructs for activity, they 
selected 50 and inserted their DNA sequence into  
E. coli for expression. The final chosen enzyme func-
tioned, but not as well as the native enzymes. This 
required them to mutate the active site many times to 

Blood) have discovered. This discovery represents a 
new way to target and destroy a type of cancerous cell. 
A glycoprotein can be combined with a nanoparticle (a 
small synthetic molecule) loaded with a chemotherapy 
drug, resulting in a new way to target and destroy can-
cer cells. By targeting B lymphoma cancers with che-
motherapeutic-loaded nanoparticles, the effective dose 
of the drug is increased while simultaneously protect-
ing normal tissues (as described in Forecasting the 
Future, on page 101). It’s clear that the findings of the 
Scripps scientists could lead to the development of 
other novel drug therapies based on glycosylation to 
treat leukemia, lymphomas, and related cancers.

Protein engineering by directed 
molecular evolution
Biotechnology often relies on protein engineering At 
times it is necessary to introduce specific, predefined 
alterations in the amino acid sequence. This can be 
done with directed molecular evolution technology. A 
major biotech company, for example, induces muta-
tions randomly into genes and then selects the bacte-
rium with the protein product (enzyme) that has the 
highest activity. In this way, the company has been 
able to produce organisms (and industrial enzymes) 
that tolerate a cyanide concentration of more than  
1.0 mole (M) per liter, which is too high for most bac-
teria to survive. No “natural” environment has expe-
rienced cyanide at this level. The resulting selected 
organisms can be used to remediate cyanide contami-
nation resulting from mining and other industrial 
waste accumulation. A mutation resulting in this type 
of organism is not possible in a natural selection event 
because the natural environment has not changed 

Figure 4.3 three-dimensional Protein 
Structure with glycosylated Side Chains Gly-
cosylation occurs within eukaryotic cells and proba-
bly extends the life of the protein by protecting it 
from natural cellular mechanisms that destroy pro-
teins.

Glycosylating
sugars

4914504004.eps
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achieve better activity. This research shows that the 
day when proteins can be designed rationally is yet to 
come, but progress is being made.

In addition to naturally occurring and mutation-
produced proteins, biotechnology is also creating 
entirely new protein molecules. These molecules, 
designed and built in the laboratory, indicate that it 
might be possible to invent proteins that are tailored 
for specific applications. Faulty protein folding is often 
expressed as a disease caused by infectious protein 
particles, called prions (Figure 4.5), which attract 
normal cell proteins and induce changes in their struc-
ture, leading to the accumulation of useless proteins 
that damage cells. Prion can occur in sheep and goats 
(scrapie) and cows (bovine spongiform encephalitis, or 
“mad cow” disease). Human forms of these brain-
destroying diseases include kuru and transformable 
spongiform encephalitis (TSE). All these diseases 
involve changes in the conformation of the prion pre-
cursor protein, a protein normally found in mamma-
lian neurons as a membrane glycoprotein. The inabil-
ity to detect the disease until the infected animal is 
either sick or dead has complicated control of these 
diseases. Biotechnology research has sought to form 
synthetic infectious particles that can be studied, 
which will aid in developing detection and control.

Figure 4.4 Directed Molecular evolution Technology a. Genes that express pro-
teins can be subjected to mutational events, generating a diverse group of novel gene 
sequences. Organisms with mutated genes are screened for unique properties. After an 
improvement in protein function, the process can be repeated until the maximum function 
is obtained. Unlike natural selection, this process focuses on the properties of the protein, 
not the organism, and can achieve changes that may never occur in nature. It may not 
have an evolutionary advantage, but the proteins it produces will have more commercial 
value. b. Scientists have discovered a protein used by bacteria to improve protein folding. 
The “spy” protein (shown) reduces the misfolding that commonly occurs when bacteria 
produce recombinant proteins for drug or industrial use. The research team used “directed 
evolution” to successively select bacteria for their abilities to refold proteins that protect 
them against antibiotics.

Pool of starter/survivor cells

Screened for
metabolic conversion
of substrate

Induced mutations

Pool of screened 
survivor cells

Filter 1

Filter 2

Filter 3

Filter 4

a.

4914504005.eps
fig. 4.5

Figure 4.5 Prions Are Misfolded Proteins A misfolding 
of proteins that occurs in prion disorders can be duplicated in 
the lab to produce large quantities of prion proteins, which can 
then be studied to create diagnostic kits. Follow the arrows 
from the left as a prion protein attracts a normal protein and 
changes it into a prion, resulting in an accumulation of prions 
within the cell.

4914504006
fig. 4.6

Normal
protein

Prion
protein
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4.3 Protein Production

By now, two things should be evident: (1) proteins 
are valuable, and (2) they are complex, fragile prod-
ucts. With these points in mind, we now examine the 
work of biotechnology in the production of proteins.

Producing a protein in the lab is a long, painstak-
ing process, and at every stage there are many meth-
ods of production from which to choose. We refer to 
the two major phases used in producing proteins as 
upstream processing and downstream process-
ing. Upstream processing includes the actual expres-
sion of the protein in the cell. During downstream 
processing, the protein is first separated from other 
parts of the cell and isolated from other proteins. 
Purity and functional abilities are then verified. Finally, 
a stable means of preserving the protein is developed. 
The choices made during upstream processing can 
simplify downstream processing.

Protein expression: upstream Processing
We begin a detailed discussion of protein processing by 
looking at the first decision made in upstream process-
ing: selecting the cell to be used as a protein source. 
Microorganisms, fungi, plant cells, and animal cells all 
have unique qualities that make them good choices in 
the right circumstances.

Bacteria
Bacteria are an attractive protein source for several 
reasons. First, the fermentation processes of bacteria 
are well understood. Also, they can be cultured in 
large quantities in a short time. In industrial applica-
tions, this ability to generate the product on a large 
scale is often essential. Bacteria are also relatively easy 
to alter genetically.

Several methods of recombinant DNA technology 
can be used to increase the level of production of a 
bacterial protein. One is the introduction of additional 
copies of the relevant gene to the host cell. In most 
cases the relevant gene introduced into the organism is 
under the control of expression by a more powerful 
transcriptional promoter (see Chapter 3).

The bacterial species most commonly used to pro-
duce genetically engineered proteins is E. coli. Because 
early research into bacterial genetics focused on E. coli 
as a model system, we now understand the genetic 
characteristics of E. coli reasonably well.

In some instances, the foreign gene (in the form of 
cDNA or complementary DNA) for the desired 
protein product is attached directly to a complete or 
partial E. coli gene. In these cases, the genetically engi-
neered E. coli produce the desired protein, but it is in 
the form of a fusion protein. In fusion proteins, a tar-

get protein is fused to a bacterial protein; therefore, an 
additional step is required to break the two apart. The 
fused bacterial protein is usually an enzyme that will 
bind to its substrate and can be attached to a purifica-
tion column (see description of affinity columns, 
below). The majority of proteins synthesized naturally 
by E. coli are intracellular (within the cell). In most 
cases, the resultant foreign protein accumulates in the 
cell’s cytoplasm in the form of insoluble clumps called 
inclusion bodies, which must be purified from the 
other cell proteins before they can be used.

There are some limitations to the use of microor-
ganisms in protein production. All bacteria, including 
E. coli, are prokaryotic. Prokaryotes are unable to carry 
out certain processes, such as glycosylation. For this 
reason, some proteins can be produced only by 
eukaryotic cells, as seen in Table 4.3.

Although it is possible to conduct the entire pro-
tein production process in a small flask in the labora-
tory, genetically engineered microorganisms can also 
be grown in large-scale fermenters (anaerobic) or bio-
reactors (aerobic) (Figure 4.6).

Computers monitor the environment in bioreac-
tors, keeping oxygen levels and temperature ideal for 
cell growth. Cell growth is monitored carefully, 
because when the phase of growth is highest, the pro-

Figure 4.6 Bioreactor Large-volume cell culture is com-
monly performed in a self-contained, closed (sterile) system 
until the products are harvested. Through sterile ports, workers 
can adjust pH, gas concentrations, and other variables based 
on input from internal sensors. Sterile bags as large as 2,000 
liters can be used on rocking tables as alternatives to stainless 
steel bioreactors.

Motor

Stirrer

Foam breaker

Impeller

Baffle

Air sparger

Sterile
port

4914504007
Fig 4.7
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Papain, or vegetable pepsin, is a protease used as a meat-
tenderizing agent. It digests the collagen present in con-
nective tissue and blood vessels that makes meat tough. 
Enzymes produced by plants will undoubtedly also be 
used in the near future for increased drug production.

Plants can be genetically modified to produce spe-
cific proteins that do not occur naturally. This process 
encourages rapid growth and reproductive rates in 
plants, which can be a distinct advantage. For exam-
ple, tobacco, the first plant to be genetically engi-
neered, can produce a million seeds from a single 
plant. As a nonfood plant, it makes a good choice for 
biotech protein production. Once the genetic material 
is integrated, a million new “plant protein factories” 
can fill the fields (as described in Chapter 6).

There are also disadvantages to using plants as 
protein producers. Not all proteins can be expressed in 
plants, and, because they have tough cell walls, the 
process of extracting proteins from them can be time-
consuming and difficult. Finally, although plant cells 
can often properly glycosylate proteins, the process is 
slightly different from that of animal cells. This may 
rule out using plants as biofactories for the expression 
of some proteins. We will discuss transgenic plants in 
greater detail later (Chapter 6).

mammalian cell culture systems
Sometimes it is possible to culture animal cells, grow-
ing them in a medium until it is time to harvest the 
proteins. This process is challenging because the nutri-
tional requirements of mammalian animal cells are 
complex. Mammalian cells also grow relatively slowly, 
and the opportunity for mammalian cell cultures to 
become contaminated is greater than that of other 
culture systems. Despite these issues, mammalian 
cells are still the best if not the only choice for pro-
teins destined to be used in humans.

Animal bioreactor production systems
Cells in culture are not the only option in using animal 
cells; sometimes living animals are protein producers. 
Consider, for example, the technique used to harvest 
monoclonal antibodies. Monoclonal antibodies react 
against only one target, making them valuable in diag-
nostic and therapeutic applications (see Chapter 7). 
Antibodies are proteins produced in reaction to  
antigens (usually an invading viruses or bacteria). 
Antibodies can combine with and neutralize an antigen, 
protecting the organism. The production of antibodies is 
part of the immune response that helps living things 
resist infectious disease. When the production of a 
monoclonal antibody is the goal, mice are injected with 
an antigen. The mouse either secretes the desired anti-
body or the mouse’s antibody-producing tissue is fused 
with cancer cells (to make them immortal). When fluid 

moter must be activated to stimulate foreign gene 
expression. Activating a gene in a recombinant organ-
ism requires correct timing. It must be done after the 
organism has completed synthesizing important natu-
ral proteins needed for its metabolism.

Fungi
Fungi are the source of a wide range of proteins used 
in products as diverse as animal feed and beer. Natu-
rally existing proteins found in some fungi are nutri-
tious and used as foods In addition to naturally occur-
ring proteins, many species of fungi are good hosts for 
engineered proteins. Unlike bacteria, fungi are eukary-
otic and capable of some posttranslational modifica-
tion (like folding human proteins correctly) and are 
used for that synthesis, as illustrated in Table 4.4.

Plants
Plant cells can also be used for protein expression. In 
fact, plants are an abundant source of naturally occur-
ring, biologically active molecules, and 85 percent of all 
current drugs originated in plants. One example of a 
plant-derived protein produced on an industrial scale is 
the proteolytic (protein-degrading) enzyme papain. 

tABLe 4.4  Some reComBinAnt ProteinS From Fungi

Protein Fungi

Human interferon A. niger, A. nidulans

Human lactoferrin A. oryzae, A. niger

Bovine chymosin A. niger, A. nidulans

Aspartic proteinase A. oryzae

Triglyceride lipase A. oryzae

tABLe 4.3  AdvAntAgeS And diSAdvAntAgeS oF 
reComBinAnt Protein ProduCtion in 
E. Coli

Advantages disadvantages

E. coli genetics are well 
understood

Foreign proteins produced 
as inclusion bodies must be 
refolded

Almost unlimited quantities 
of proteins can be generated

Proteins cannot be folded in 
ways needed for many pro-
teins active in mammalian 
systems

Fermentation technology is 
well understood

Some proteins are inactive 
in humans



1114.3 Protein Production

from the tumor that results is collected, the monoclonal 
antibodies can be purified from it.

Another method of animal bioreactor protein pro-
duction uses the milk or eggs from transgenic animals 
(animals that contain genes from other organisms). 
These animal products contain the proteins from the 
recombinant gene that was introduced and can be 
purified from the milk or egg proteins. In 2009, the FDA 
approved the first human drug produced from a goat: 
ATryn, which treats a rare bleeding disorder in humans 
(see Chapter 7).

insect systems
Insect systems are another avenue of protein production 
from animal cells. Baculoviruses (viruses that infect 
insects) are used as vehicles to insert DNA, causing the 
desired proteins to be produced by the insect cells. How-
ever, there are instances in which the posttranslational 
modification of proteins is slightly different in insects 
than it is in mammals; therefore the use of insect expres-
sion systems may be of limited value. For the time being, 
insect expression systems are primarily used when small 
quantities of proteins are needed in research.

Protein Purification methods: 
downstream Processing
Once a protein is produced, downstream processing 
begins (Figure 4.7). First, the protein must be harvested. 
If the protein is intracellular, the entire cell is har-
vested; if it is extracellular, the protein is excreted into 
the culture medium that is collected. Harvesting, 
though, is just the beginning of downstream process-
ing. Next, the real work begins: the protein must be 
purified. This is the process of separating the target 
protein from the complex mixture of biological mole-
cules in which it was produced.

Purity in this context is a relative term. Generally, 
the FDA requires that a sample be composed of 99.99 
percent of the target protein. Separating proteins from 
all other cellular contents is not easy, and isolating the 
target protein from the other proteins in the sample 
can be even more difficult. To understand the process 
of purifying proteins, we look at some steps commonly 
followed in it.

Step one: Preparing an extract for purification
It’s helpful to note the relative volume of the extract. 
Often, the medium, or culture filtrate, harvested from 
a large fermenter or bioreactor is enough to fill a 
swimming pool, and the target protein represents less 
than 1 percent of that pool. Even if the protein is 
being expressed on a much smaller scale, finding the 
essential protein can seem like finding a needle in a 
haystack.

If the protein is intracellular, the first task is cell 
lysis, disrupting the cell wall to release the protein. 
There are many methods for doing this: freezing and 
thawing (which disrupts cell membranes and releases 
cell contents); detergents (used to dissolve cell walls), 
and mechanical methods (ultrasonics or grinding with 
tiny glass beads). Given the fragility of proteins, free-
ing them from the cell without degrading them 
entirely is challenging. The disruption process releases 
the protein of interest as well as the entire intracellular 
content of the cell.

After the cells have been ruptured, organic alco-
hols and salts may be added to the mixture. Both of 
these take advantage of the hydrophobic orientation 
of the proteins by attracting water from the proteins, 
causing them to coalesce. These agents increase the 
interactions between the protein molecules to separate 
them from the mixture.

Figure 4.7 Basic Steps in Bioprocess-
ing Purifications can be accomplished from 
raw materials or from bioreactors. The steps 
in the process must be devised and are often 
unique (and patentable).
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Ammonium sulfate is highly reactive when it contacts 
stainless steel, for example, and many industrial puri-
fication facilities are made of stainless steel. Other sol-
vents frequently used to promote protein precipita-
tion include ethanol, isopropanol, acetone, and 
diethyl ether. Just like ammonium sulfate, these sol-
vents cause protein precipitation by removing water 
from between the protein molecules.

Filtration (size-based) separation methods
There are a variety of ways to separate molecules based 
on size and density. Centrifugation separates samples 
by spinning them at high speed. With this process, pro-
teins can often be isolated in a single layer or separated 
from heavier cell components. Small-volume centri-
fuges are capable of processing only a few liters at each 
run. Large reactors can process hundreds or thousands 
of liters (see Figure 4.8). Industrial-scale centrifugation 
is normally achieved using continuous-flow centrifuges 
that allow continuous processing of the contents of a 
bioreactor.

Filters of various sizes and types can also be used to 
separate protein from other molecules in the mixture. 
In this process, known as membrane filtration, thin 
membranes of nylon or other engineered substances 
with varying pore sizes are used to filter out all of the 
cellular debris from a solution. First, microfiltration 
removes the precipitates and bacteria. Ultrafiltration 
then uses filters that can catch molecules such as pro-
teins and nucleic acids. Some ultrafiltration processes 
can even separate large proteins from smaller ones. 
(Refer to www.amicon.com to view some of these 
devices.) One of the main shortcomings of membrane 
filtration systems is their tendency to clog easily. On 
the plus side, the use of these filtration systems takes 
less time than centrifugation.

Diafiltration and dialysis are filtration methods 
that rely on the chemical concept of equilibrium, the 
migration of dissolved substances from areas of higher 
concentration to areas of lower concentration. As 
shown in Figure 4.9, dialysis depends on the ability of 
some molecules to pass through semipermeable mem-
branes while others are halted or slowed because of 
their size. Dialysis is often required to remove the 
smaller salts, solvents, and other additives used earlier 
in the purification. The salts are then replaced with 
buffering agents that help stabilize the proteins during 
the remainder of the process. Diafiltration adds a filter-
ing component to dialysis.

Chromatography
The initial steps in any purification process liberate a 
protein from the cell, remove undesired contami-
nants and particulates, and concentrate the proteins. 

Step two: Stabilizing proteins in solution
Next, the proteins must be stabilized. Recall that it is 
important to maintain the bioactivity of the protein 
and that proteins are relatively fragile molecules. As a 
consequence, precautions must be taken to protect the 
protein during the purification process.

Maintaining a low temperature is crucial to pro-
tecting proteins, so most purifications must occur at 
low temperatures. Heat as moderate as room temper-
ature limits the activity of proteins. Maintaining the 
proper pH for the activity of a protein is also impor-
tant, and most active proteins are suspended in buff-
ering agents to preserve maximal function.

Natural proteases that can digest the target proteins 
in a preparation are another threat. Protease inhibitors 
and antimicrobials can be added to prevent the protein 
molecules from being dismantled but must be removed 
later, as must any additive used in the purification pro-
cess. Still another potential problem is mechanical 
destruction by foaming or shearing of the proteins into 
useless fragments. Once again, additives can help pre-
vent foaming and shearing from destroying the pro-
tein, but the additives must be removed later.

As we’ve seen, some purification methods are 
powerful enough to damage the target protein. It 
takes a balancing act to extract and purify proteins 
successfully. Although it is essential that the protein 
be purified, it is equally important that the protein 
maintain its biological activity.

Step three: Separating the components  
in the extract
The last step in the purification process can be the 
most important. Similarities between proteins permit 
us to separate them from material such as lipids (fats), 
carbohydrates, and nucleic acids, which are also 
released when a cell is disrupted. Differences between 
individual proteins are then used to separate the tar-
get proteins from others. Following are several meth-
ods used for protein separation.

Protein precipitation
Proteins often have hydrophilic amino acids on their 
surfaces that attract and interact with water molecules. 
That characteristic is used as the basis for separating 
proteins from other substances in the extract. Salts, 
most commonly ammonium sulfate, can be added to 
the protein mixture to precipitate the proteins (to 
cause them to settle out of solution).

Ammonium sulfate precipitation is frequently a 
first step in protein purification, resulting in a protein 
precipitate that is relatively stable. Problems associ-
ated with ammonium sulfate precipitation make it a 
poor choice in some industrial situations, however. 

www.amicon.com
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sticks to the beads or passes through the column 
while the beads act as a filtration system.

Size-exclusion chromatography (SEC) uses 
gel beads as a filtering system. Larger protein mole-
cules quickly work their way around the gel beads 
while smaller molecules pass through more slowly 
because they are able to slip through tiny holes in the 

Chromatography methods allow us to sort proteins 
by size or by how they cling to or separate from 
other substances. In chromatography, long glass 
tubes are filled with microscopic resin beads and a 
buffered solution. The protein extract is then added 
and flows through the resin beads in a glass column. 
Depending on the resin used, the protein either 

Figure 4.8 Fixed-Angle and Batch 
Centrifugation Fixed-angle centrifuges 
(a) can develop extremely high gravita-
tional forces (g forces) but are limited 
to smaller quantities and must be run 
separately for each batch. Batch centri-
fuges (b) were developed to allow con-
tinuous flow of materials and separation 
of cell debris from cell proteins. The 
continuous pressure of the inflow and 
the centrifugal force can be adjusted to 
maximize the separation an outflow of 
the protein supernatant.
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Figure 4.9 dialysis Dialysis 
can be used to remove salt (large 
dots in figure), by the process of 
diffusion, and replace it with a 
buffer that is better suited for pro-
tein stability.
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unbound molecules. Finally, special buffer solutions 
are used to cause desorption (to break the ligand 
bonds) of the retained proteins. Fusion proteins, as 
mentioned earlier, can be used in affinity chromatog-
raphy because the substrate (ligand) of the bacterial 
protein can be part of the affinity column, attracting 
the fused protein (bacterial enzyme protein) to the 
column. Affinity chromatography may shorten the 
purification process by reducing the number of steps.

As we have seen, amino acids are either attracted 
to or repelled by water molecules. In hydrophobic 
interaction chromatography (HIC), proteins are 
sorted on the basis of their repulsion of water. The col-
umn beads in HIC are coated with hydrophobic mole-
cules, and the hydrophobic amino acids in a protein 
are attracted to the similar chemicals in the beads, 
shown in Figure 4.13 on page 116.

Isoelectric focusing is often used in quality con-
trol during purification to identify two similar proteins 
that are difficult to separate by other means. Each pro-
tein has a specific number of charged amino acids on 
its surface in specific places. Because of this unique 
combination of charged groups, each protein has a 
unique electronic signature known as its isoelectric 
point (IEP), where the charges on the protein match 
the pH of the solution. The IEP can be used to separate 

beads, as shown in Figure 4.10. The gels are available 
in a variety of pore sizes, and the necessary gel for 
proper separation depends on the molecular weight of 
the contaminants or proteins being separated. This 
method can make only preliminary separations, how-
ever, and can pose problems in industrial settings 
because it requires very large columns.

Ion-exchange (IonX) chromatography, relies 
on an electrostatic charge (like static cling) to bind pro-
teins to resin beads in a column. While the charged pro-
teins cling to the resin, other contaminants pass through 
and out of the column, as shown in Figure 4.11. The 
proteins can then be eluted (released from the resin) by 
changing the electrostatic charge; this is done by rinsing 
the column with salt solutions of increasing concentra-
tions. The bound protein is then released from its 
attachment (detected by viewing under UV 280) and 
collected.

Affinity chromatography relies on the ability 
of most proteins to bind specifically and reversibly to 
uniquely shaped compounds called ligands. Ligands 
are small molecules that bind to a particular large 
molecule in a protein. Think of ligands fitting with a 
unique protein molecule the way a key fits a lock 
(Figure 4.12). After the proteins have bound to the 
resin beads, a buffer solution is used to wash out the 

Figure 4.10 Protein Purifica-
tion by Size exclusion Chroma-
tography (a) Low- and high- 
molecular-weight proteins travel 
through a size-exclusion chromatog-
raphy column. (b) The diagram 
shows how the low and high molecu-
lar weight proteins appear as they 
come off the column when monitored 
for proteins (ultraviolet [UV] 280 
absorption). Notice that the high-
molecular-weight proteins move 
quickly through the buffer, whereas 
the low-molecular-weight proteins 
are slowed by the matrix of the col-
umn resin. Resins may be purchased 
with many different pore sizes.
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similar proteins from one another. Isoelectric focusing 
is the first dimension of two-dimensional electro-
phoresis.

Two-dimensional electrophoresis separates pro-
teins based on their electrical charge and size. It is 
essentially the combination of two methods, IEP and 
gel electrophoresis. In this technique, researchers 
introduce a solution of cell proteins onto a specially 
prepared strip of polymer. When the strip is exposed 
to an electrical current, each protein in the mixture 
settles into a layer according to its charge. Next, the 
strip is aligned with a gel and again exposed to electri-
cal current. As the proteins migrate through the gel, 
they separate according to their molecular weight.

Analytic methods
High-performance liquid chromatography (HPLC) 
adds a twist to the previously described chromatography 
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Figure 4.11 ion-exchange Chromatography (a) Charged amino acids bind to ionic 
resin beads. Increasing the ionic strength of the buffer displaces proteins (based on their 
binding strength) after they have bound to the column resin. (b) Protein X is released at 
the lowest concentration of the displacing salt gradient; protein Y has a higher binding 
strength and is released second; protein Z has the highest binding strength and requires a 
high salt concentration to displace it from the ion exchange beads of the column.  
(c) Anion-exchange resin is positive; cation-exchange resins are negatively charged.

Figure 4.12 Affinity Chromatography Affinity ligands 
are designed to bind specifically to unique three-dimensional 
chemical components of the protein being purified. The non-
bound proteins wash through the column. Increasing the ionic 
strength of the buffer can displace the bound protein (after 
preferential binding) and regenerate the affinity column. The 
displaced (pure) protein can be collected and concentrated.
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in a shorter time. HPLC systems have limitations, how-
ever. Less protein is separated, so the technique is more 
useful in analytical situations than in mass production.

Mass spectrometry (mass spec) is a highly sen-
sitive method used to identify small differences 
between proteins. In fact, it is used frequently on the 
outflow of HPLC systems. All mass spectrometers do 
three things: suspend the sample molecules into a 
charged gas phase, separate the molecules based on 
their mass-to-charge ratios by acceleration down a 
narrow tube, and finally detect the separated ions. A 
sample as small as one picogram (one billionth of a 
gram) can be analyzed by this process, which is illus-
trated in Figure 4.14. A definitive readout is produced, 
which indicates the identity and size of most of the 
proteins or fragments analyzed.

An important application of this process is in pro-
tein sequencing. A larger protein can be digested into 
fragments (peptides) and analyzed to determine the 
amino acid sequence. Mass spectrometry is now the 
preferred method and, in biotech companies, has 
largely replaced the slower Edmond end-group analy-
sis method used for amino acid sequencing. Mass spec-
trometry can detect the difference between isomers of 
the same protein, and its capabilities are improving 
faster than most lab instruments in terms of critical 
analysis.

Verification
At each step of the purification process, it is important 
to verify that the target protein has not been lost and 
that concentration efforts have been successful. SDS-
PAGE (polyacrylamide gel electrophoresis) is often 
used for verification. In this method, a detergent called 
sodium dodecyl sulfate (SDS) is added to a sample of 
the protein mixture and the mixture is heated. The 
sulfate charges are distributed evenly along the dena-
tured (heated) protein, making separation dependent 
on the size of the protein. After this treatment, the 
protein sample is loaded onto a special gel matrix 
(PAGE) where it forms a single band at a specific loca-
tion depending on its molecular size and mass, as seen 
in Figure 4.15.

By adding a dye that combines with proteins, 
such as Coomassie stain, a colored band results, and 
a known size marker can be compared with the 
stained sample. When the sample and the known 
marker are equivalent, we have evidence that the 
protein of interest is indeed being concentrated. Since 
this test is run at each step in the purification process, 
the colored band should become increasingly intense, 
proving that the protein has not been lost.

A specific detection method for proteins separated 
by SDS-PAGE is Western blotting (similar to Southern 
blotting, Chapter 3). In Western blotting, protein is 

methods, which depend on gravity flow or very low 
pressure pumps to move the extract through the col-
umns. Such low-flow methods can take several hours to 
process a single sample. In contrast, HPLC systems use 
greater pressure to force the extract through the column 

Figure 4.13 Hydrophobic interaction Chromatogra-
phy Increasing the nonpolar concentration of the buffer can 
cause the hydrophobic portions of proteins to combine with a 
hydrophobic ion-exchange-column resin. Further reducing the 
ionic concentration displaces the protein from the column resin 
and replaces its attachment with a nonpolar solvent. Frac-
tions can be collected and protein concentration determined 
based on detection by spectrophotometric analysis at UV 280 
nanometers (nm).
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Figure 4.14 high-Performance Liquid Chromatography and mass Spectrometry  
High-performance liquid chromatography is often coupled with mass spectrometry to 
analyze proteins. (a) HPLC uses noncompressible resin beads under very high pressures to 
separate proteins that are often similar in size. (b) Mass spectrometry follows this initial 
separation to detect subtle differences in ionized and accelerated proteins that will be 
analyzed (by distance or time) as they travel down a vacuum-filled tube.

Figure 4.15 SdS-PAge Polyacrylamide gel electrophoresis of proteins that have uni-
form charges (produced by heating in sodium dodecyl sulfate) can be separated by size, 
based on their migration in a vertical electrical field. This procedure commonly follows 
each major step in purification to verify that the band of desired protein is becoming 
more concentrated (and has not been lost in the separation). Notice that the 65-kilodal-
ton (kD) protein has the highest concentration in the final step (lane 2) of this proce-
dure (lane 1) when proteins of known size are used for comparison. The smallest proteins 
will reach the + pole first.
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tein and one attached to an enzyme to produce a color 
reaction (see Figure 4.12). ELISA occurs on a multiwell 
plate using affinity chromatography. The first antibody 
to the unique protein is plated on to a multiwell ELISA 
plate, the protein is added, and—after a series of wash 
and blocking steps—the second antibody (enzyme 
attached) is added. The addition of a substrate permits a 
color reaction to occur if the antibody has bound. 
ELISA plates are designed to capture many important 
proteins currently under research.

Preserving Proteins
After the target protein has been isolated, collected, 
and purified, it must be saved in a manner that will 
preserve its activity until it can be used. One means 
of preserving the protein is lyophilization, or 
freeze-drying. In this process, a purified liquid pro-
tein solution is frozen. A vacuum is then used to has-
ten the evaporation of water from the fluid. In 
lyophilization, ice crystals are converted directly to 
water vapor without melting into liquid water first. 
The containers of freeze-dried material are sealed 
after the water is removed, leaving the dried proteins 
behind. Lyophilization has been demonstrated to 
maintain protein structure, making it a commonly 
chosen method for the preservation of biotechnolog-
ically derived proteins. Many freeze-dried proteins 
may be stored at room temperature for prolonged 
periods of time.

transferred from a gel to a nitrocellulose membrane 
and detected with a specific antibody that recognizes 
that protein by its unique structure. An enzyme 
attached to the antibody can be used to convert a fluo-
rescent substrate so as to produce a permanent record 
of the detection. In this procedure, an electric current 
is applied to the gel. The separated proteins then 
migrate through the gel and onto the membrane in 
the same pattern as they separate on the SDS-PAGE. 
All sites on the membrane can then be blocked in such 
a way that antibody (serum) will not bind to them 
nonspecifically to detect the antigen blotted on the 
membrane; a primary antibody (serum) is then added 
at an appropriate dilution and incubated with the 
membrane. If there are any antibodies present that are 
directed against one or more of the blotted antigens, 
those antibodies will bind to the protein(s) while other 
antibodies will be washed away at the end of the incu-
bation. To detect the antibodies that have bound, anti-
immunoglobulin antibodies coupled to a reporter 
group, such as the enzyme alkaline phosphatase, are 
added. Finally, after excess second antibody is washed 
free of the blot, a substrate is added that precipitates 
upon reaction with the conjugate, resulting in a visible 
band where the primary antibody bound to the pro-
tein (see Figure 4.15).

Antibody detection of a specific protein can also be 
carried out using an enzyme-linked immunosorbent 
assay (ELISA). The most commonly used ELISA 
requires two antibodies: one to capture the unique pro-

Manufacturing assistant (MA) is an entry-
level position in protein production that 
requires a certificate or associate’s degree 

in biotechnology, biology, microbiology, biochemistry, or 
biomanufacturing. Employers expect at least 2 years of 
experience in a related area such as an MA’s work in a bio-
manufacturing plant using bioreactors or fermenters. Some 
fermenters are used to produce food products or enzymes 
for industrial processes. The duties of the job vary depend-
ing on the type of manufacturing being done. Some MAs 
are involved in manufacturing medical devices or media 
for research and the development of products (usually 
proteins). MAs usually work in a clean-room environment. 
They weigh and measure chemicals and raw materials used 
in the manufacturing process. In aseptic fill positions, MAs 
set up and operate equipment that fills and packages puri-
fied products. Purification of products for fill (of contain-
ers) is a common function and requires an understanding 

of the purification equipment and how to troubleshoot it. 
MAs must maintain accurate and detailed records and have 
a working knowledge of government regulations that apply 
to their production activities (see Chapter 12).

Manufacturing technicians are usually promoted from 
MA positions after they demonstrate experience and 
aptitude. Their salaries are higher than those of MAs. This 
position may require a bachelor’s degree in a life science 
(in addition to experience as an MA). An MA in the same 
company may advance to this position by returning to 
school to obtain a bachelor’s degree. Companies often 
value this type of education and may arrange work sched-
ules or even provide subsidies for further education.

Bioprocessing engineer is the most common title in 
manufacturing for a doctoral-level scientist with a degree 
in bioengineering and a thorough understanding of the 
processes and sequences used to produce and purify 
products in biotechnology.

Positions in Protein Production

CAreer Profile
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Scaling Up Protein Purification
Protein purification protocols are usually designed in 
the laboratory on a small scale. These techniques at 
this level of productivity are feasible if the product is 
needed in only small amounts. Orders of monoclonal 
antibodies, for example, are in the range of grams per 
year; a relatively small demand. A single laboratory-
scale bioreactor can usually produce adequate quanti-
ties. However, other proteins are required in much 
larger quantities, which means that the production 
methods must be scaled up.

Scaling up is not always easy to accomplish. Labo-
ratory methods that may work on a small scale may 
not always be adaptable to large-scale production. Fur-
thermore, changes in the purification process can 
invalidate earlier laboratory-scale clinical studies. For 

example, when the FDA approves a bioengineered 
protein, it also approves the process for producing it. 
To change the process, it may be necessary to seek 
FDA approval once again. For this reason, bioprocess 
engineers are involved in the early stages of purifica-
tion and work to ensure that it will be possible to scale 
up the process later on.

Postpurification Analysis Methods
During research, it is often helpful to look closely at a 
purified protein. The goal may be to better understand 
the molecular structure of a specific protein or to alter 
its structure to change the protein’s function. The fol-
lowing two methods are used in the postpurification 
analysis of proteins.

Proteomes, the collection of proteins 
associated with a specific life function, 
have become more important since the 

discovery of the human genome. As mentioned earlier, the 
cost of bringing a drug to market is about $500 million 
and takes between 5 and 8 years. Because most of the 
drugs produced by the biotechnology industry are proteins 
(such as growth factors, antibodies, and synthetic 
hormones) that replace missing or nonfunctional proteins 
in humans, companies are particularly interested in 
developing less expensive and faster methods of detecting 
how proteins function in disease detection and treat-
ment—specifically, new protein microarrays. Like DNA 
microarrays, these miniature devices detect proteins 
associated with disease and those present in abnormal 
concentrations. As new protein structures are identified, 
new microarrays are constructed.

Protein microarrays have many uses. Most current bio-
tech drugs function at the protein level, interacting with 
receptors, triggering events, and targeting other proteins 
in cells of the body. The detection of biomarker proteins 
using microarrays has improved the monitoring of drug 
action in many diseases. For example, we have all experi-
enced the benefit of vaccines: proteins that stimulate our 
immune systems to recognize disease organisms without 
contracting the disease. Antibody production in response 
to vaccination is an example of the effect of a protein 
biomarker and can indicate positive immunity.

Piecing Together the Human Proteome with Protein

Protein microarrays are usually constructed of glass 
slides coated with a material that binds proteins. At-
tached to each slide is an antibody that is specific to the 
protein to be detected as well as a signaling mechanism 
that indicates capture of the protein. Cambridge Anti-
body Technology (in the United Kingdom) has a library 
of more than 100 billion antibodies collected from the 
blood of healthy individuals. Packard BioScience (in Con-
necticut) has developed a protein microarray that allow 
the attached protein to maintain its three-dimensional 
shape while embedded in the coating material. Ciphergen 
Biosystems (in California) has adapted mass spectros-
copy to perform rapid on-chip detection and analysis of 
proteins directly from biological samples. So, what is left 
to do?

There are countless proteins from numerous diseas-
es yet to be discovered (Chapter 11). The ability to 
diagnose a disease and determine the most effective 
treatment will depend on the ability to purify pro-
teins and develop antibodies that are related to the 
disease. The opportunity to change human disease 
conditions that were previously incurable depends on 
discovering and purifying the important proteins of 
life’s proteome. Take the time to access the websites 
of some of the companies that develop these devices 
to keep up with this important technology (e.g., 
www.ciphergen.com, www.packardbioscience.com, or 
www.biacore.com).

ToolS of THe TrAde

www.ciphergen.com
www.packardbioscience.com
www.biacore.com
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Protein sequencing
Recall from our discussion of protein structures that 
each protein has a specific sequence of amino acids, 
known as the primary sequence. To understand a pro-
tein completely, it is important to determine its pri-
mary sequence. Automated protein sequencers make 
this task possible (see Figure 4.14). In the mass spec-
trometry method, peptide masses are identified by 
their unique signatures (retention times). By convert-
ing peptides into ions and subjecting them to accelera-
tion in a vacuum, it is possible to identify many unique 
proteins in a matter of minutes.

X-ray crystallography
X-ray crystallography is used to determine the 
complex tertiary and quaternary structures of pro-
teins. The method requires pure crystals of proteins 
that have been carefully dehydrated from solutions. 
Bombarded with x-rays, a pure protein creates spe-
cific shadow patterns based on its configuration (see 
Chapter 2). Computer analysis of these patterns 
allows the generation of “ribbon” diagrams, which not 
only describe the structure of the proteins but also 
make it possible to plan potential modifications of the 
protein molecule to improve function. Protein crystal-
lography is usually a requirement for approval by the 
FDA because it verifies that the process produces the 
product being approved.

4.4 Proteomics

Many diseases are the result of flaws in protein expres-
sion, but not all of those diseases can be understood 
simply in terms of genetic mutation. Because proteins 
undergo posttranslational modification, the puzzle can 
be far more complicated. A new scientific discipline, 
proteomics, is dedicated to understanding the com-
plex relationship of disease and protein expression.

In proteomics, proteomes (the PROTEin comple-
ment to a genOME) are compared between healthy 
and diseased states. The variations of protein expres-
sion are then correlated to the onset or progression of 
a specific disease. The goal of proteomic research is  
the discovery of protein markers that can be used in 
new diagnostic methods and the development of  
targeted drugs for treating disease. For example, scien-
tists at the University of California, Davis, purified the 
protein produced by BRCA2, an oncogene linked to 
breast cancer. The researchers were then able to syn-
thesize the protein to study BRCA2’s role in DNA 
repair. BRAC2 is susceptible to the drug trastuzumab 
(Herceptin; Genentech, San Francisco), which has 
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Figure 4.16 Protein Microarrays protein microarrays that 
uniquely bind to single proteins are being perfected. When a 
protein binds, it releases a fluorescent signal. The ability to 
detect the presence of unique proteins (proteomics) will permit 
proper decisions in disease diagnosis and therapy to be made.

increased the breast cancer survival rate to nearly 70 
percent. In this way, only patients with BRAC2 bio-
markers receive trastuzumab, saving discomfort and 
unnecessary treatment of all breast cancer patients.

Although the BRCA2 gene was discovered in 
1994, purifying the protein made by the gene proved 
difficult, since it is very large, does not express well, 
and degrades easily. The U.C. Davis researchers tested 
many different cell lines and succeeded in introducing 
a BRCA2 gene into a human cell line and expressing it 
as a whole protein. Other researchers used genetic 
engineering techniques to manufacture the human 
protein in yeast. They then tested the purified protein 
for its function in repairing damaged DNA. Experi-
ments with the BRCA2 protein confirmed that it plays 
a role in repairing damaged DNA, and when it is dam-
aged in breast cancer, the DNA fails to function. 
Research continues on the function of BRCA2 and 
other proteins involved in breast cancer, but this prog-
ress would not have been possible without proteomics.

Proteomics applies several techniques described 
earlier: two-dimensional electrophoresis is used to 
separate proteins, mass spectrometry verifies the pro-
tein’s identity, and the protein is characterized using 
amino acid sequencing. Some of this labor-intensive 
work may be assisted by automation in the future. A 
protein microarray is a set of proteins immobilized 
on a surface—usually a glass slide—which has been 
coated with a reagent that will indicate binding by 
color change (Figure 4.16). The capacity of these 
arrays has increased but does not rival that of DNA 
arrays because of the difficulties of production. A single 
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DNA array can monitor the expression of an entire 
genome. Functional protein microarrays have recently 
been applied to the discovery of protein interactions: 
protein-protein, protein-lipid, protein-DNA, protein-
drug, and protein-protein interactions (Figure 4.17).

mAking A diFFerenCe
As we have seen, disease diagnosis and treatment have 
been vastly improved by protein purification technology. 
Despite this, there are still problems to be solved: biologi-
cal fluids (plasma, sera, urine, and saliva) have a wide 
range of different protein concentrations, and high concen-
trations of some proteins mask the presence of others—like 
disease-specific proteins called biomarkers. These low-con-
centration biomarker proteins are often degraded by natu-
ral enzymes or the purification process itself. Ceres Nano-
sciences of Virginia is applying nanotechnology to 
production purification to address this problem. The Nano-
trap uses porous nanoparticles to attract specific biomark-

ers The nanoparticles exclude other proteins owing to the 
small size of the pores on the surface that they must pen-
etrate. Nanotrap technology adds another dimension to the 
protein purification process, permitting the detection of 
proteins that “mark” the presence of a disease. Nanotech-
nology is making a difference in disease treatment.

QueStionS & ACtivitieS

Answers can be found in Appendix 1.

 1. What can the public database on proteins tell us?

 2. How does directed molecular evolution technol-
ogy differ from mutations that occur naturally?

 3. How has an understanding of protein structure 
benefited from the results of the Protein Structure 
Initiative?

 4. Why are proteins being primarily searched 
through cDNA products?

 5. If organisms produce proteins on their own, why 
should companies be allowed to patent proteins?

 6. If you are purifying a small protein from an SEC 
column, which fractions do you want to collect?

 7. Do proteins strongly bound to an IonX column 
elute first or last from the column?

 8. Is affinity chromatography more or less selective at 
separating proteins than IonX chromatography?

 9. List the protein separation methods primarily used 
in analytic (rather than production) methods.

 10. If you carry out an SDSPAGE analysis after each 
step in a protein purification sequence and found 
that the last step resulted in the lack of a band at 
the location you expected, what would this mean?

visit www.pearsonhighered.com/biotechnology 
To download learning objectives, chapter summary, 
“Keeping Current” web links, glossary, flashcards, and 
jpegs of figures from this chapter.

Figure 4.17 Protein microarrays Can detect more than 
Just Proteins The capacity of protein microarrays has 
increased. Functional protein microarrays have recently been 
applied to the discovery of protein interactions (i.e., protein-
protein, protein-lipid, protein-DNA, protein-drug, and protein-
protein interactions), expanding knowledge of the significance 
of protein interactions to normal cell function. Binding anti-
bodies or other proteins to the matrix allows detection when 
the binding occurs.
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Microbial Biotechnology
After completing this chapter you 
should be able to:

■ Provide examples of how 
prokaryotic and eukaryotic cell 
structures differ.

■ Describe features of bacteria that 
make them useful for applications 
in biotechnology.

■ Provide examples of how yeast  
are used in biotechnology.

■ List examples of medically 
important proteins that are 
produced in bacteria using 
recombinant DNA technology.

■ Explain how alcohol and lactic 
acid fermentation processes can 
be used to produce common foods 
and beverages.

■ Describe the role microorganisms 
play in the development and 
production of vaccines; provide 
examples of different vaccines.

■ Discuss why studying microbial 
genomes is valuable.

■ Understand why scientists are 
interested in using synthetic 
genomes and synthetic biology for 
biotechnology applications.

■ Explain the value of metagenomics; 
describe the goals of the Human 
Microbiome Project.

■ Define bioterrorism, identify 
microorganisms that may be used as 
bioweapons, and discuss strategies 
to combat them.

5
C h A p t e r

Microbes, such as the Escherichia coli (E. coli) cell shown in the center of 
this photo, have a long history of applications in biotechnology. the cell 
wall and plasma membrane of this cell have been burst open to reveal the 
bacterial chromosome.
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you will learn later in the chapter, a synthetic genome 
has been assembled for a bacterial strain and transplanted 
into another strain. What will be some of the future ap-
plications of this technology and of the field of synthetic 
biology? Will it eventually be possible for a synthetic eu-
karyotic genome to be produced? For biofuels, there is 
a great need to reduce our global dependence on fossil 
fuels and generate alternative energy sources. Can mi-
crobes be used in metabolic processes to create fuels or 
to break down materials to release components that can 
become fuels in a way that is effective and cost-efficient 
for widespread use? Microbial biotechnology is a dynamic 
field that is producing many new applications. We could 
forecast several other topics as hot areas of microbial 
biotechnology in the future, but we think it will be par-
ticularly interesting to keep an eye on developments in 
biofuels and synthetic biology.

5.1 the Structure of Microbes

Before you can consider the many applications of 
microbial biotechnology, you must be able to distin-
guish microorganisms from plant and animal cells. 
Recall that cells can be broadly classified based on the 
presence (eukaryotes) or absence (prokaryotes) of the 
nucleus that contains a cell’s DNA (Chapter 2). Eukary-
otic cells include plant and animal cells; fungi such as 
yeast; algae; and single-celled organisms called proto-
zoans, among which are amoebas like those you may 
have studied in high school biology. Unlike eukaryotic 
cells, prokaryotic cells lack most membrane-bound 
organelles, such as a nucleus. Prokaryotes include the 
domains (taxonomic categories above the kingdom 
level) Bacteria and Archaea—organisms that share 
properties of both eukaryotes and prokaryotes. The 
cellular structure of microorganisms is important in 
determining both where they will thrive and how they 
can be used in biotechnology. For example, Archaea 
that live in extreme environments such as very salty 
conditions are called halophiles or hot environments 
are called thermophiles; as a result, they have very 
unique metabolic properties. Moreover, structural fea-
tures of bacteria, in particular, make them excellent 
microorganisms to use for biotechnology research.

Bacterial cells are much smaller (1–5 micrometers, 
or μm; 1 mm 5 0.001 millimeter) than eukaryotic cells 
(10–100 mm) and have a much simpler structure (refer 
to Figure 2.1 for a diagram of prokaryotic cell struc-
ture). Bacterial cells also exhibit the following struc-
tural features:

■ DNA is not contained within a nucleus and typi-
cally consists of a single circular chromosome that 
lacks histone proteins.

Just when Italian art restorers were at a loss to 
save one of the world’s largest collections of four-
teenth- and fifteenth-century medieval frescoes 

(paintings done on plaster) decorating a cemetery in 
Pisa near the Leaning Tower, soil bacteria called Pseu-
domonas stutzeri came to the rescue. Restorers were 
trying to clean the frescoes of paint-clouding grime 
contained within glue that had been used to repair 
them after damage in World War II. Traditional chemi-
cal reagents only further damaged the paintings. 
Knowing that P. stutzeri could degrade nitrogens, plas-
tic resins, and pollutants such as tetrachloroethylene, 
scientists cultured a strain of these microbes in the lab 
and applied them to the frescoes. Within 6 to 12 hours, 
the bacteria had cleaned approximately 80% of the 
glue residue, and the remaining residue was removed 
with a light washing. The next proposed project for 
these microorganisms is removing black crust from 
limestone and marble monuments in Greece.

Microorganisms, or microbes, are tiny organisms 
too small to be seen individually by the naked eye; 
they must be viewed with the help of a microscope. 
Although the most abundant microorganisms are bac-
teria, microbes also include viruses; fungi such as yeast 
and mold; algae; and single-celled organisms called 
protozoa. Bacteria have existed on the earth for over 
3.5 billion years, and they greatly outnumber humans. 
It has been estimated that microbes comprise over 
50% of the earth’s living matter. Yet less than 1% of 
all bacteria have been identified, cultured, and studied 
in the laboratory. We are literally surrounded by bac-
teria. They live on our skin, in our mouths, and in our 
intestines; they are in the air and on virtually every 
surface we touch. Bacteria have also adapted to live in 
some of the harshest environments on the planet: 
polar ice caps, deserts, boiling hot springs, and under 
extraordinarily high pressure in deep-sea vents miles 
under the ocean’s surface.

The rich abundance of bacteria and other 
microbes provides a wealth of potential biotechnol-
ogy applications. Well before the development of 
gene-cloning techniques, humans used microbes in 
biotechnology. In this chapter, we primarily discuss 
the important roles bacteria have played in both old 
and new practices of biotechnology. We conclude by 
discussing the dangers of microbes as agents of bio-
terrorism.

ForeCASting the Future
Speculating on the future directions of microbial biotech-
nology is not particularly easy because there are so many 
active areas of research with great potential. Two areas 
of great intrigue are synthetic genomes and biofuels. As 
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life—for example, genes for antibiotic resistance and 
genes encoding proteins that form connecting tubes 
called pili, which allow bacteria to exchange DNA 
between cells (see Figure 2.1). But plasmid DNA is an 
essential tool for molecular biologists because it can be 
used to clone pieces of DNA in recombinant DNA 
experiments.

Bacteria grow and divide rapidly. Under ideal 
growth conditions, many bacterial cells divide every 
20 minutes or so, whereas eukaryotic cells often 
grow for 24 hours or much longer before they 
divide. Therefore, under favorable growth condi-
tions in the laboratory, a small population of bacteria 
can divide rapidly to produce millions of identical 
cells. Because bacteria are so small, millions of cells 
can easily be grown on small dishes of agar or in 
liquid culture media. When grown on culture 
plates, each bacterial cell typically divides to form 
circular colonies that contain thousands or millions 
of cells (Figure 5.2a). For many applications in bio-
technology, bacteria are often grown in fermenters 
that can hold several hundred or thousand liters of 
liquid culture medium (Figure 5.2b).

It is also relatively easy to make mutant strains of 
bacteria that can be used for molecular and genetic 
studies. Mutants can be created by exposing bacteria to 
x-rays, ultraviolet light, and a variety of chemicals that 
mutate DNA (mutagens). Literally thousands of mutant 
strains are available. For these reasons and many more, 
bacteria are not only the favorite organisms of many 
microbiologists but also ideal model organisms for 
studies in molecular biology, genetics, biochemistry, 
and biotechnology.

Yeasts Are important Microbes too
Although the primary focus of this chapter is applica-
tions of bacteria in biotechnology, yeasts have served 
many important roles in biotechnology. In fact, arche-
ologists have uncovered recipes on ancient Babylonian 
tablets from 4300 b.c. for brewing beer using yeast, 
which is one of the oldest documented applications of 

■ Bacteria may contain plasmid DNA.

■ Bacteria lack membrane-bound organelles.

■ The cell wall that surrounds the cell (plasma) 
membrane is structurally different from the plant 
cell wall. Composed of a complex polysaccharide 
and protein substance called peptidoglycan, the 
cell wall forms a rigid outer barrier that protects 
the cells and determines their shape. In Archaea, 
this structure does not contain peptidoglycans.

■ Some bacteria contain an outer layer of carbohy-
drates, which form a structure called the capsule.

Most bacteria are classified by the Gram stain, a 
technique in which dyes are used to stain the cell wall 
of bacteria. Gram-positive bacteria stain purple and 
have simple cell wall structures rich in peptidoglycans, 
whereas gram-negative bacteria stain pink and have 
complex cell wall structures with less peptidoglycan. 
Bacteria do not form multicellular tissues like animal 
and plant cells, although some bacteria can associate 
with each other to form chains or filaments of many 
connected cells.

Bacteria vary in their size and shape. The most 
common shapes include spherical cells called cocci 
(singular, coccus), rod-shaped cells called bacilli (sin-
gular, bacillus), and corkscrew-shaped or spirillar bac-
teria (Figure 5.1). As you study microbes, you will 
learn that the names of bacteria frequently give you 
with a tip about the shapes of those cells. For instance, 
Staphylococci are spherical bacteria that live on the sur-
face of our skin. These grow in bunches likes grapes, 
which reflects their naming from a Greek term refer-
ring to bunches of grapes.

The single circular chromosome that comprises 
the genome of most bacteria is relatively small. Bacte-
rial chromosomes average in the range of 2 million to 
4 million base pairs in size, compared with 200 million 
base pairs for a typical human chromosome. As you 
learned in Chapter 3, some bacteria also contain plas-
mids in addition to their chromosomal DNA. Plasmid 
DNA often contains genes that are not essential for 

(a) (b) (c)

3 �m 2 �m 0.5 �m

Figure 5.1 Shapes of Bacteria The most common shapes of bacteria are  
(a) spherical, (b) rod-shaped, and (c) corkscrew-shaped.
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presence of oxygen (aerobic conditions) or in the 
absence of oxygen (anaerobic conditions) and 
under a variety of nutritional growth conditions. A 
wide number of different types of yeast mutants are 
also available. Saccharomyces cerevisiae, a commonly 
studied strain of yeast, was the first eukaryotic organ-
ism to have its complete genome sequenced. It has 16 
linear chromosomes that contain over 12 million base 
pairs of DNA and approximately 6,300 genes. Mecha-
nisms of gene expression in yeast resemble those in 
human cells. Several human disease genes have also 
been discovered in yeast and, by studying them, sci-
entists can learn a great deal about how these genes 
function in human and our evolutionary relatedness 
to yeast.

A strain of yeast called Pichia pastoris has proven 
to be a particularly useful organism. Pichia grows to 
a higher density (biomass) in liquid culture than 
most laboratory strains of yeast, has a number of 
strong promoters that can be used for high produc-
tion of proteins, and can be used in batch pro-
cesses to produce large numbers of cells. In the 
next section we consider how microorganisms can 
be used by scientists as valuable tools for biotech-
nology research.

biotechnology. Much more recently, yeast-producing 
recombinant human antibodies have been generated. 
Yeasts are single-celled eukaryotic microbes that 
belong to the Kingdom Fungi.

There are well over 1.5 million species of fungi, 
yet only around 10% of these have been identified 
and classified, so there is significant potential for 
identifying more valuable products from fungi. For 
instance, fungi are important sources of antibiotics 
and drugs that lower blood cholesterol. In addition 
to having many structures that are similar those of to 
other eukaryotic cells, such as plant and animal cells, 
yeasts also contain a number of membrane-enclosed 
organelles in the cytoplasm, a cytoskeleton, and 
chromosome structures similar to human chromo-
somes. Yeast cells also have larger genomes than 
most bacteria. These features make yeasts very valu-
able model organisms for studying chromosome 
structure, gene regulation, cell division, and cell-
cycle control. Recall that yeast artificial chromo-
somes (YACs) played important roles in the Human 
Genome Project (Chapter 3).

Different types of yeast vary greatly in size, but a 
majority are larger than bacteria and spherical, ellipti-
cal, or cylindrical in shape. Many can grow in the 

Colonies

(a) (b)

Figure 5.2 Bacteria in Culture (a) Most bacteria can be grown under a variety of 
conditions in liquid culture media or on a solid medium such as in the petri dish shown 
here. On solid media, many bacteria grow in circular clusters called colonies, which typi-
cally begin with a single cell that divides rapidly to produce a spot visible to the naked 
eye. A single colony may contain millions of individual bacterial cells. (b) Bacteria can 
also be grown in large quantities. The fermenters shown here contain several hundred 
liters of bacteria growing in liquid culture broth. These fermenters function as bioreac-
tors that serve many purposes, such as growing bacteria for isolating recombinant pro-
teins and culturing yeast to produce wine.
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derived from Bacillus subtilis, is a valuable component 
of many laundry detergents, where it functions to 
degrade and remove protein stains from clothing. 
Several bacterial enzymes are also used to manufac-
ture foods, such as carbohydrate-digesting enzymes 
called amylases that are used to degrade starches for 
making corn syrup.

Bacterial transformation
Recall that transformation—the ability of bacteria to 
take in DNA from their surrounding environment—is 
an essential step in the recombinant DNA cloning pro-
cess (Chapter 3). In DNA cloning, recombinant plas-
mids can be introduced into bacterial cells through 
transformation so that the bacteria can replicate the 
recombinant plasmids. Most bacteria do not take up 
DNA easily unless they are treated to make them more 
receptive, so-called competent cells. One technique 
for preparing competent cells involves treating cells 
with an ice-cold solution of calcium chloride. Posi-
tively charged atoms (cations) in the calcium chloride 
disrupt the bacterial cell wall and membrane to create 
small holes through which DNA can enter. These cells 
can then be frozen at ultralow temperatures (–80°C to 
−60°C) to maintain their competent state and then be 
used in the laboratory as needed.

Once competent cells are prepared, they can be 
transformed with DNA relatively easily, as shown in 
Figure 5.3a. Typically, the DNA to be introduced 
into bacteria is inserted in a plasmid containing one 
or more antibiotic-resistance genes. The recombinant 
plasmid vector is mixed in a tube with the competent 
cells and the mixture placed on ice for a few min-
utes. The exact mechanism of transformation is not 
fully understood, but we do know that the cells must 
be kept cold, during which time DNA sticks to the 
outer surface of the bacteria, and the cold conditions 
probably also serve to create gaps in the lipid struc-
ture of the cell membrane that allow for the entry of 
DNA. Cations in the calcium chloride are thought to 
play a significant role in neutralizing the negative 
charges of phosphates in the cell membrane and the 
DNA that would otherwise cause them to repel each 
other. The cells are then heated briefly (for about a 
minute) at temperatures between 37°C and 42°C. 
During this brief heat “shock,” DNA enters the bacte-
rial cells.

After these cells have been allowed to grow in 
culture broth, they can be plated onto an agar medium 
containing antibiotics. Only those cells that were 
transformed with plasmid DNA containing the appro-
priate antibiotic-resistant genes will grow to produce 
colonies. This technique is called antibiotic selection (see 
Chapter 3). Plasmid DNA is replicated (cloned) by 

5.2 Microorganisms as tools

Microorganisms in either their natural state or geneti-
cally modified forms have served as useful tools in a 
variety of fascinating ways.

Microbial enzymes
Microbial enzymes have been used in applications 
from food production to molecular biology research. 
Because microbes are an excellent and convenient 
source of enzymes, some of the first commercially avail-
able enzymes isolated for use in molecular biology were 
DNA polymerases and restriction enzymes from bacte-
ria. Initially isolated primarily from E. coli, DNA poly-
merases became available for a range of recombinant 
DNA techniques such as labeling DNA sequences to 
make probes and using the polymerase chain reaction 
(PCR) to amplify DNA.

Taq is a heat-stable enzyme essential for PCR that 
was isolated from the hot-spring Archaean Thermus 
aquaticus (in Chapter 3, you were introduced to Taq 
DNA polymerase as a thermostable enzyme). 
Because of their ability to grow and thrive under 
extreme heat, these microbes are called thermophiles 
(from the Greek words meaning “heat-loving”). Many 
similar thermostable enzymes have been identified in 
other thermophiles. For example, Pfu DNA poly-
merase, a popular thermostable enzyme widely used 
for PCR, is derived from the thermophile Pyrococcus 
furiosus, a species of Archaea originally present in geo-
thermally heated marine sediments. Several compa-
nies have permission from the U.S. government to 
prospect geysers in Yellowstone National Park to iden-
tify other potentially valuable microorganisms that 
might contain novel and valuable enzymes. Such so-
called bioprospecting projects are occurring all 
around the world. Recently a strain of yet-to-be 
named bacteria was isolated from a hydrothermal 
vent on the floor of the northeast Pacific Ocean. This 
strain has been shown to survive at 121°C, which is 
believed to be the record so far for the upper tempera-
ture limit at which life can exist.

The enzyme cellulase, produced by E. coli, 
degrades cellulose, a polysaccharide that forms the 
plant cell wall. Cellulase is widely used to make ani-
mal food more easily digestible. Have you ever owned 
a pair of stone-washed denim jeans? These soft and 
faded jeans are not produced by a literal washing with 
stones. Instead, the denim is treated with a mixture of 
cellulases from fungi such as Trichoderma reesei and 
Aspergillus niger. These cellulases mildly digest cellu-
lose fibers in the cotton used to make the pants, 
resulting in a softer fabric. The protease subtilisin, 
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tions of GFP in Chapter 10). As we will discuss in 
Section 5.3, bacterial cells have been transformed to 
express a large number of valuable genes including 
many human genes.

Electroporation

Another common technique for transforming cells is 
called electroporation (Figure 5.4, on page 128). 
In this approach, an instrument called an electropor-
ator produces a brief electrical shock that introduces 
DNA into bacterial cells without killing most of them. 
Electroporation offers several advantages over the 

transformed bacteria, and genes in the plasmid are 
transcribed and translated into protein. Thus, the 
transformed bacterial cells now express recombinant 
proteins.

This process is called transformation because one 
can “transform” the properties of bacterial cells by 
introducing foreign genes. Transformed cells have 
been genetically altered with new properties encoded 
by the DNA, enabling them to produce substances 
they would not normally produce. For example, E. 
coli can be transformed with a gene called green fluo-
rescent protein (GFP), which comes from jellyfish 
(Figure 5.3b; we look more closely at useful applica-

Ampicillin-resistance
gene (ampR)

Human gene

(a)

Plasmid DNA containing a 
human gene and a gene for 
antibiotic resistance. 

Replication

Ribosome

Antibiotic-
resistance
protein

Cloned
human
proteinTranscription

Translation

RNA
polymerase

mRNA

1) Mix competent bacterial cells and DNA
 in a solution containing calcium chloride.
 Chill mixture on ice, and DNA will stick 
 to the bacterial cell wall.

2) Subject cells to brief heat shock (37°C–42°C).
 DNA enters cells through pores in the cell wall.

3) Plasmid DNA is replicated by bacterial cells, transcribed 
 into mRNA, and translated into protein. Transformed cells 
 express antibiotic-resistance proteins and cloned 
 human proteins.

Bacterial
chromosome

FigurE 5.3 Transformation of 
Bacterial Cells (a) In a laboratory 
environment, most bacterial cells can 
be induced to take up foreign DNA by 
calcium chloride treatment. (b) E. coli 
transformed with a plasmid containing 
the jellyfish gene for green fluores-
cent protein (GFP). These bacterial 
cells glow bright green—a dramatic 
example of transformation—indicating 
that they have taken up plasmids con-
taining the GFP gene and expressed 
GFP mRNA and protein.
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Creating bacterial fusion proteins to synthesize 
and isolate recombinant proteins

One popular technique for using bacteria for the 
synthesis and isolation of recombinant proteins 
involves making a fusion protein. There are a vari-
ety of ways to produce a fusion protein, but the basic 
concept of this technique is to use recombinant 
DNA methods to insert the gene for a protein of 
interest into a plasmid containing a gene for a well-
known protein that serves as a “tag” (Figure 5.5). 
The tag protein then allows for the isolation and 
purification of the recombinant protein as a fusion 
protein. Plasmid vectors for making fusion proteins 
are often called expression vectors because they 
enable bacterial cells to produce or express large 
amounts of protein. Commonly used expression vec-
tors include those that synthesize proteins such as 
maltose-binding protein (shown in Figure 5.5), 
glutathione S-transferase, luciferase, green fluores-
cent protein, and b-galactosidase.

Expression vectors incorporate prokaryotic promoter 
sequences so that, once the recombinant expression 
vector containing the gene of interest is introduced 
into bacteria by transformation, bacteria synthesize 

calcium chloride treatment although competent cells 
are still required for electroporation. Electroporation 
is rapid, requires fewer cells, and can also be used to 
introduce DNA into many other cell types including 
yeast, fungi, animal, and plant cells. In addition, 
electroporation is a much more efficient process than 
calcium chloride transformation. A greater majority 
of cells will receive foreign DNA through electropor-
ation than by calcium chloride treatment. Because of 
this, much less DNA can be used to transform cells 
(picogram amounts of DNA are sufficient). One 
drawback to this technique is that it is more costly 
than calcium chloride transformation because of the 
cost of an electroporator and competent cells that 
can tolerate electrical shock. Regardless of how bac-
terial cells are transformed, once the DNA of interest 
is introduced into bacteria, a variety of useful tech-
niques can be carried out.

Cloning and Expression Techniques
In addition to replicating recombinant DNA, trans-
formed bacteria are valuable because they can fre-
quently be used to mass-produce proteins for a vari-
ety of purposes. 

Mixture of
bacteria and
plasmid DNA

Recombinant plasmid
DNA containing gene

for antibiotic resistance

Transfer mixture to
electroporation cuvette

Metal plate

Electrodes

Electroporator 

Apply brief
electrical shock
(for example,
1200 V for 3 msec)

DNA enters
cells

Grow cells on antibiotic 
plate to select for 
transformed cells 
containing 
recombinant DNA

Transformed cells
express gene for
antibiotic 
resistance

Voltage

+ –

FigurE 5.4 Electroporation is a rapid and Effective Technique for Transform-
ing Bacteria In electroporation, a mixture of bacteria and plasmid DNA is placed into a 
cuvette. Upon the application of a brief electrical shock to the cuvette, DNA quickly 
enters cells. Cells containing recombinant DNA can then be selected for by growth on 
agar containing an antibiotic or another selection component.
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example, in Figure 5.5, plastic beads are attached to 
the sugar maltose, which will be bound by maltose-
binding protein. Next, an enzyme treatment that 
uses protein-cutting enzymes called proteases cuts off 
and releases the protein of interest from the tag pro-
tein. Some techniques for making fusion proteins 
incorporate short peptide tags of just a few amino 
acids. For example, poly-His tags are a short string of 
the amino acid histidine. One benefit of this approach 
is that, unlike maltose-binding protein and other 
tags that are large proteins, the small tags typically 
don’t affect the structure and function of the protein 
they are fused to, so they usually don’t need to be 
removed. Fusion protein techniques are used to pro-
vide purified proteins to study protein structure and 
function and used to isolate insulin and other medi-
cally important recombinant proteins (see Figure 5.8 
later in the chapter).

mRNA and protein from this plasmid. The mRNA 
strands transcribed are hybrid molecules that contain 
sequence coding for the gene of interest and the tag 
protein. As a result, a fusion protein is synthesized from 
this mRNA consisting of the protein of interest joined 
to (fused) to the tag protein, in this case maltose-binding 
protein (Figure 5.5, step 2).

To isolate the fusion protein and separate it from 
other proteins normally made by the bacteria, cells 
are broken open (lysed) and homogenized to create 
a bacterial milkshake of sorts known as an extract. 
The extract is then passed through a tube called a col-
umn. One common approach is to fill a column with 
plastic beads coated with molecules that will bind to 
the tag protein portion of the fusion protein. This 
technique is called affinity chromatography 
because the beads in the column have an attraction, 
or “affinity,” for binding to the tag protein. For 

Collect eluate–contains
cloned protein of interest
without tag proteins.

Promoter

Affinity column

Step 1 Step 2
Transform bacteria and express 
fusion protein. Lyse cells to release 
overexpressed protein.

Step 4
Cleave fusion protein with
site-specific protease
(for example, Thrombin 
or Factor Xa).

Step 5
Analyze by SDS-PAGE to 
check purity.

Step 3
Add cell lysate to maltose 
plastic beads

Cloned gene 
of interest  

Gene for 
“tag” protein
maltose-binding
protein

Fusion protein 
plasmid 
expression 
vector

Cloned protein
of interest

Maltose-binding
protein

Plastic
bead

Maltose

Fusion protein
binds to maltose

Protein size
markers

Purified fusion
protein

Figure 5.5 Fusion proteins To make a fusion protein, a gene of interest is ligated into 
an expression vector. Bacterial cells are transformed with recombinant DNA. Transformed 
cells express the fusion protein, which is isolated by binding it to an affinity column.
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water. Reporter genes have many valuable roles in 
research and medicine (Chapter 10). In the next sec-
tion we explore a range of everyday applications that 
involve microbes.

E. coli and the Gram-negative rod-shaped bacte-
rium Bacillus subtilis are commonly used microbes for 
producing fusion proteins. In particular, B. subtilis is a 
favored microbe for many applications when produc-
ing fusion proteins for human proteins because it will 
secrete them into growth media where they can eas-
ily be harvested and purified. And unlike some bacte-
ria, B. subtilis often processes proteins in such a way 
as to maintain their three-dimensional folding and 
function.

Microbial proteins as reporters

According to recent estimates, close to three-fourths 
of all marine organisms can release light through a 
process known as bioluminescence. For marine 
fish, bioluminescence in lines of cells along the side 
of a fish and in its fins can be used to attract mates 
in dark ocean environments. Bioluminescence in 
many marine species is created by bacteria such as 
Vibrio fisheri that use the marine organism as a host 
(Figure 5.6). Bacteria such as Vibrio have been used 
as biosensors to detect cancer-causing chemicals 
called carcinogens, environmental pollutants, and 
chemical and bacterial contaminants in foods. Vibrio 
fisheri and another marine bioluminescent strain 
called Vibrio harveyi create light through the action of 
genes called lux genes. Several lux genes encode pro-
tein subunits that form an enzyme called luciferase 
(derived from the Latin lux ferre, meaning “light 
bearer”).

Luciferase is the same enzyme that allows fireflies 
to produce light. The lux genes have been cloned and 
used to study gene expression in a number of unique 
ways. For instance, by cloning lux genes into a plas-
mid, the lux plasmid can be used to produce fusion 
proteins. Also, lux genes can serve as valuable 
reporter genes. If inserted into animal or plant cells, 
the luciferase encoded by the lux plasmid cause these 
cells to fluoresce (Figure 5.6). In this manner, the lux 
plasmid is acting as a “reporter” to provide a visual 
indicator of gene expression.

Lux genes have been used to develop a fluores-
cent bioassay to test for tuberculosis (TB). TB is caused 
by the bacterium Mycobacterium tuberculosis, which 
grows slowly and can exist in a human for several 
years before TB develops (TB symptoms are discussed 
in Section 5.4). For the TB bioassay, scientists intro-
duced lux genes into a virus that infects M. tuberculosis. 
Saliva from a patient who may be infected with M. 
tuberculosis is mixed together with the lux-containing 
virus. If M. tuberculosis is in the saliva sample, the virus 
infects these bacterial cells, which can be detected by 
their glowing. Similarly engineered strains of E. coli 
have been used to detect arsenic contamination in 

(a)

(b)

(c)

HO
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The light-releasing chemical reaction catalyzed
by luciferase

S

S

O

OH

Luciferin + ATP + O2                 Oxyluciferin + AMP + CO2 +
        PPi (inorganic phosphate)

Luciferase

Luciferin

Light

Figure 5.6 Bioluminescent Marine Bacteria   Bioluminescent 
marine bacteria, such as Vibrio fisheri shown (a) glowing in the 
light-releasing organs of a deep-sea fish and (b) growing in the 
laboratory, generate light. (c) Lux genes encode the enzyme 
luciferase that uses oxygen and stored energy (ATP) to convert 
luciferin into oxyluciferin. This reaction releases light. Lux 
genes serve as reporter genes, allowing biologists to study 
gene expression. Expression is indicated by glowing cells.
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Food Products

Microbes are used to make many foods, including 
breads, yogurt, cheeses, and sauerkraut as well as bev-
erages such as beer, wine, champagne, and liquors. As 
a child you probably learned the classic nursery rhyme 
“Little Miss Muffet.” The tale of Miss Muffet, sitting on 
her tuffet, eating “curds and whey” might seem like an 

5.3  using Microbes for a Variety 
of Everyday Applications

Harnessing the great potential of microbes for making 
foods and for developing and producing new drugs are 
among the most common everyday applications of 
microbial biotechnology.

TOOLS OF THE TrADE

The yeast two-hybrid system is an 
innovative technique for studying 
proteins that interact with each other; it 

provides a way of understanding protein function. 
Suppose you identified several proteins that you 
believed might interact and work together as part of a 
metabolic pathway for the synthesis of an important 
hormone in the body. The yeast two-hybrid system is an 
excellent technique to use to determine if these 
proteins do, in fact, bind to and interact with each 
other.

As shown in this figure, the gene for one protein of 
interest is cloned and expressed as a fusion protein 
attached to the DNA binding domain (DBD) of another 
gene. These DNA-binding sites are commonly found on 
proteins, such as transcription factors that interact with 
DNA. This protein is often called the “bait” protein be-
cause it is used to find other proteins called “prey” that 
may bind to it. The gene for the second protein of inter-
est is fused to another gene that contains transcription-
al activator domain (AD) sequences. AD proteins, also 
required for the attachment of DNA-binding proteins 
to DNA, stimulate the binding domain of a bait protein 
to interact with DNA-binding sites such as a promoter 
sequence for a reporter gene.

This modified DNA is introduced into yeast cells such 
as Saccharomyces cerevisiae. Neither the DBD fusion 
protein nor the AD fusion protein alone can stimulate 
transcription from this reporter gene. In the figure, the 
lacZ gene, which encodes the enzyme b-galactosidase, 
is a common reporter gene whose activity can easily 
be measured using simple colorimetric tests. Only a 
combination of both proteins, a “hybrid” or complex of 
both proteins, will stimulate expression of the reporter 
gene. Because scientists can create mutations of both 
proteins of interest and see how these mutations affect 
the ability of the two proteins to interact, we can learn 
a lot about the structure and function of those proteins. 

The Yeast Two-Hybrid System

The yeast two-hybrid system is a powerful example of 
how microbial biotechnology can be used for a research 
application.

Fusion protein:
Protein of interest
(protein A) attached
to DBD protein

Fusion protein:
Second protein of
interest (protein B)
attached to AD protein

A

DBD

DNA- 
binding site

B

AD

A

DBD

B

AD

Bait
Reporter gene 
(i.e., lacZ)

Reporter gene

Hybrid protein can now stimulate transcription of
reporter gene. Activity of protein from reporter gene
mRNA can be measured.
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The Yeast Two-Hybrid System for Studying Protein 
interactions If a researcher wanted to know if two proteins 
(A and B) interacted with one another, one protein could be 
expressed as a fusion protein attached to the DNA binding 
domain (DBD) of another protein (such as a transcription fac-
tor) and the second protein attached to an activator domain 
(AD) protein. Neither fusion protein alone would be capable 
of binding to and stimulating transcription (mRNA produc-
tion) of the reporter gene. But the resulting hybrid protein 
created by protein–protein interactions of the two fusion 
proteins would stimulate transcription of the reporter gene, 
which could easily be measured as an indicator of protein 
interactions between the A and B proteins.
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bacteria and yeasts, oxygen is an important part of 
these electron transport reactions. Microbes that use 
oxygen for ATP production are called aerobes because 
they undergo oxygen-dependent (aerobic) metabolism.

Many microbes live in areas where oxygen is rare 
or absent, such as the intestines of animals, deep water, 
or soil. Because these organisms must survive without 
oxygen, they have evolved the ability to derive energy 
from sugars in the absence of oxygen (anaerobic con-
ditions). This is fermentation, and microbes that use 
fermentation are called anaerobes. Fermentation is 
similar to glycolysis in that NAD+ is used to capture 
electrons to make NADH and pyruvate; however, 

improbable way to discuss biotechnology, but the treat 
in Miss Muffet’s bowl was the result of biotechnology! 
Curds and whey are formed from coagulated milk, and 
milk coagulation is an important step during cheese 
production. To make cheese, milk from cows, goats, or 
sheep is treated to help it coagulate (curd). The watery 
liquid that remains after curd forms is called whey.

One way to make cheese from coagulated milk is 
to treat the milk with an acidic solution, but the best-
tasting cheeses are typically made using the enzyme 
rennin. In the early days of cheese production, rennin 
was traditionally obtained by extracting it from the 
stomachs of calves and other milk-producing species 
such as goats, sheep, horses, and even zebras and cam-
els. Rennin coagulates milk to produce curd by digest-
ing a family of proteins called casein, which is a major 
component of milk. Digested casein forms an insoluble 
mixture of proteins that clumps (coagulates) in a pro-
cess similar to what happens when milk spoils.

In the 1980s, using recombinant DNA techniques, 
scientists cloned rennin and expressed it in bacterial 
cells and fungi such as Aspergillus niger. Recombinant 
rennin (now called chymosin) from microbes is 
widely used by cheese makers as an inexpensive sub-
stitute for extracting rennin from calves. In 1990, ren-
nin was the first recombinant DNA food ingredient 
approved by the Food and Drug Administration (FDA). 
For some types of cheese, certain strains of bacteria 
called lactic acid bacteria (Lactococcus lactis, L. acidophilus) 
are used for coagulation. These bacteria degrade casein 
and use an enzyme called lactase to break down sugars 
in the milk that are eventually used by bacteria for 
fermentation.

Fermenting microbes
Fermentation is an important microbial process that 
produces many food products and beverages including 
a variety of breads, beers, wines, champagnes, yogurts, 
and cheeses. One of the earliest applications of microor-
ganisms—the brewing of beer and wine—involves fer-
mentation by yeast (Figure 5.7a). To appreciate how 
making beer, wine, and bread requires microbes, you 
need to know more about the process of fermentation.

Animal and plant cells and many microbes obtain 
energy from carbohydrates such as glucose by using 
electrons from these sugars to create a molecule called 
adenosine triphosphate (ATP). ATP production 
occurs as a series of reactions. The first major reaction, 
glycolysis, converts glucose into two molecules of 
pyruvate. During this conversion, electrons are trans-
ferred from glucose to electron carrier molecules called 
NAD+ (nicotinamide adenine dinucleotide), which cap-
ture electrons to produce NADH (Figure 5.7b). This 
molecule transports electrons to subsequent reactions 
in the process that results in ATP production. For certain 
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Figure 5.7 Fermentation Certain yeasts and bacteria are 
capable of producing energy from sugars (glucose) through 
fermentation. (a) Yeast such as S. cerevisiae (left), shown here, 
causes bread dough to rise; other strains of Saccharomyces 
grow on grapevines and are important for making wine (center 
photo). (b) Anaerobic bacteria that undergo lactic acid fermen-
tation make lactic acid (lactate) as a waste product; alcohol-
fermenting bacteria create ethanol and carbon dioxide (CO2) as 
waste products.
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Bottles of champagne and other sparkling wines are 
capped while the yeast is still in the liquid and actively 
fermenting, thereby trapping carbon dioxide gas in the 
bottle and releasing it when the bottle is opened, pro-
ducing the characteristic champagne bottle “pop.” 
Production of some wines relies also on lactic acid bac-
teria such as Oenococcus oeni, which will convert bitter-
tasting malic acid that is formed during fermentation 
into softer-tasting lactic acid and thus give the wine a 
milder flavor and aroma.

Lactic acid–fermenting bacteria are used to pro-
duce cheeses, sour cream, and yogurts; the sharp or 
sour flavors of these products is primarily due to lactic 
acid. Yogurt was first created in Bulgaria and has been 
around for centuries. Yogurt production typically 
involves a blend of bacteria that often includes strains 
of anaerobic lactic acid–fermenting microbes such as 
Streptococcus thermophilus, a strain called Lactobacillus 
(Lactobacillus delbrueckii and Lactobacillus bulgaricus), 
and another strain called Lactococcus (Lactococcus lactis). 
Active cultures of these lactic acid–fermenting microbes 
are added to mixtures of milk and sugar in a fermen-
ter, which is maintained at carefully controlled tem-
peratures. Microbes in the mixture use sugars to pro-
duce lactic acid. Fruit and other flavorings may then 
be added to the yogurt before it is cooled to refrigera-
tion temperature (4°C–5°C) to prevent changes in its 
composition. When you enjoy a spoonful of yogurt, 
you are also eating large numbers of fermenting 
microbes that are still in the yogurt. Lactic acid and 
other products of fermentation contribute to the sweet 
and sour taste of yogurt and assist in the coagulation 
of the yogurt.

Another lactic acid bacterium, Lactobacillus sakei, is 
found naturally on fresh meat and fish. L. sakei serves 
as a natural biopreservative in meat products such as 
sausage, where it wards off growth of other undesir-
able microbes that will spoil the food or cause illness. 
In addition to lactic acid, this microbe produces mole-
cules called bacteriocins, which act as naturally occur-
ring antimicrobial agents to kill other microbes.

therapeutic proteins
The development of recombinant DNA technology 
quickly led to using bacteria to produce such impor-
tant medical products as therapeutic proteins. Insulin 
was the first recombinant molecule expressed in bacte-
ria for use in humans. Here we use insulin production 
as an example of how microbes can be used to make 
therapeutic proteins.

producing recombinant insulin in bacteria
Insulin is a hormone produced by cells in the pancreas 
called beta cells. When insulin is secreted into the 

neither the NADH nor the pyruvate has anywhere to 
go. In aerobic metabolism, oxygen is required to use 
electrons from NADH and pyruvate to make ATP, but 
under anaerobic conditions there is little or no oxygen, 
so the NADH and pyruvate cannot be used to make 
ATP. All organisms must recycle NADH into NAD+. 
Fermentation enables many anaerobes to do this in the 
absence of oxygen, and some anaerobes are capable of 
either fermentation or aerobic respiration depending 
on the presence or absence of oxygen. In the absence 
of oxygen, anaerobes have evolved to acquire fermen-
tation reactions as a way to solve the problem of recy-
cling NADH into NAD+. Fermenting microbes use 
pyruvate as an electron acceptor molecule to take 
electrons from NADH and thus to regenerate NAD+ 
(Figure 5.7b). Two of the most common types of fer-
mentation are lactic acid fermentation and alcohol 
(ethanol) fermentation.

In lactic acid fermentation, electrons from NADH 
are used to convert pyruvate into lactic acid, also called 
lactate; during alcohol fermentation, electrons from 
NADH convert pyruvate into ethanol. NAD+ is regen-
erated when electrons are removed from NADH and 
transferred to pyruvate to make lactate or ethanol in 
the final step of fermentation. During alcohol fermen-
tation, carbon dioxide gas is also produced as a waste 
product.

There are many strains of fermenting bacteria and 
yeast. Other types of fermentation create sauerkraut 
from cabbage and produce such useful products as 
acetic acid in vinegar, citric acid in fruit juices, and ace-
tone and methanol, two chemicals often used in labo-
ratories for cleaning glassware. Furthermore, these 
microbial products have the advantage of being pro-
duced more efficiently and cheaply than by other 
means. Lactic acid fermentation also occurs in human 
muscle cells during strenuous exercise. The burning 
you feel in your legs when you run because you are 
late to class is created by fermentation in muscle cells, 
creating lactic acid.

So how are fermenting microbes used to make 
foods and beverages? To make beer and wine, many 
processes rely on wild strains of yeast that live on 
grapevines and on such domestic strains of yeast as 
Saccharomyces cerevisiae, which are very good at alcohol 
fermentation. Large barrels, or fermenters, containing 
crushed grapes and yeast are mixed together under 
carefully controlled conditions. Fermenting yeast con-
verts sugars from the grapes into alcohol. Fermenta-
tion rates are monitored and carefully controlled by 
changing both the amount of oxygen in the fermenter 
and the temperature.

By manipulating fermentation rates, wine makers 
can control the alcohol content of the brewing wine 
until the desired alcohol content and flavor are achieved. 
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scientists at Genentech, a biotechnology company near 
San Francisco, California. In 1982, this recombinant 
human insulin, called Humulin, was the first biotech-
nology product to be approved for human applications 
by the U.S. Food and Drug Administration (FDA).

Bacteria do not normally make insulin, and pro-
ducing human insulin in recombinant bacteria was a 
significant advance in biotechnology. It remains an 
outstanding example of microbial biotechnology in 
action. Human insulin consists of two polypeptides 
called the A (21 amino acids) and B (30 amino acids) 
chains or subunits; they bind to each other by disulfide 
bonds to create the active hormone (Figure 5.8). In 
the pancreas, beta cells synthesize both insulin chains 
as one polypeptide that is secreted and then enzymati-
cally cut (cleaved) and folded to join the two subunits. 
When the human genes for insulin were cloned and 
expressed in bacteria, genes for each of the subunits 
were cloned into separate expression vector plas-
mids containing the lacZ gene encoding the enzyme 
b-galactosidase (b-gal) and then used to transform 
bacteria (Figure 5.8).

bloodstream by the pancreas, it plays an essential role 
in carbohydrate metabolism. One of its primary func-
tions is to stimulate the uptake of glucose into body 
cells such as muscle cells, where the glucose can be 
broken down to produce ATP as an energy source. 
Type I, or insulin-dependent, diabetes mellitus 
occurs when beta cells do not produce insulin. The 
lack of insulin results in an elevated blood glucose 
concentration, which can cause a number of health 
problems such as high blood pressure, poor circula-
tion, cataracts, and nerve damage. People with type I 
diabetes require regular injections of insulin to control 
their blood sugar levels.

Prior to recombinant DNA technology, insulin used 
to treat diabetes was purified from the pancreases of 
pigs and cows before being injected into diabetics. The 
purification process was cumbersome, expensive, and 
often produced impure batches of insulin. Also, puri-
fied insulin was ineffective in some individuals, and 
many others developed allergies to insulin from cows. 
In 1978, insulin was cloned into an expression vector 
plasmid, expressed in bacterial cells, and isolated by 
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Figure 5.8 using Bacteria for the production of human insulin Insulin was the 
first protein expressed in recombinant bacteria to be approved for use in humans. 
Insulin consists of two protein chains (A and B) produced from separate genes. To make 
recombinant insulin, scientists cloned the insulin genes into plasmids containing the 
lacZ gene, which encodes the enzyme b-galactosidase. Recombinant plasmids were used 
to transform bacteria, enabling them to produce b-gal–insulin fusion proteins. Affinity 
chromatography was used to isolate fusion proteins, which were then chemically treated 
to separate the cloned insulin from b-gal proteins. Purified forms of the A and B protein 
chains of insulin could then combine to form active insulin, which is given to people 
with diabetes to control blood sugar levels.
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variety of other medically important proteins that 
were once difficult to obtain became readily available 
as a result of recombinant DNA technology and express-
ing proteins in bacteria. As shown in Table 5.1, many 
other therapeutic proteins with valuable applications 
for treating medical illness in humans have been 
expressed in and isolated from bacteria. A major cate-
gory of medical products from recombinant bacteria 
are vaccines. We cover vaccines in Section 5.4.

using Microbes against other Microbes
Antibiotics are substances produced by microbes that 
inhibit the growth of other microbes. Antibiotics are a 
type of antimicrobial drug, a general category 
defined as any drug (whether produced by microbes or 
not) that inhibits microorganisms. Penicillin was the 
first antibiotic to be used widely in humans, and its 
discovery is an excellent example of how some 
microbes protect themselves from others by making 

Because the insulin genes are connected to the 
lacZ gene, when bacteria synthesize proteins from 
these plasmids, they produce a protein that contains 
b-gal attached to the human insulin protein to create a 
b-gal–insulin fusion protein. As we saw in Section 5.2, 
making a fusion protein enables scientists to isolate 
and purify a protein of interest such as insulin. Bacte-
rial extracts are passed over an affinity column to iso-
late the b-gal–insulin fusion proteins (Figure 5.8). The 
fusion protein is chemically treated to cleave off the 
b-gal, releasing the insulin protein; then, purified A 
and B chains of insulin are mixed together under con-
ditions that allow the two subunits to bind and form 
the active hormone. After further purification to con-
form to FDA guidelines, the recombinant hormone is 
ready for patient use as an injectable drug.

Shortly after insulin became available, growth 
hormone—used to treat children who suffer from a 
form of dwarfism—was cloned in bacteria and became 
available for human use. A short time later, a wide 

tABLe 5.1 therApeutiC proteinS FroM reCoMBinAnt BACteriA

protein Function Medical Application(s)

DNase DNA-digesting enzyme Treatment of patients with cystic fibrosis.

Erythropoietin Stimulates production of red blood 
cells

Used to treat patients with anemia (low 
number of red blood cells).

Factor VIII Blood clotting factor Used to treat certain types of hemophilia 
(bleeding diseases due to deficiencies in 
blood clotting factors).

Granulocyte colony-stimulating  
factor

Stimulates growth of white blood 
cells

Used to increase production of certain types of 
white blood cells; stimulate blood cell production 
following bone marrow transplants.

Growth hormone (human, bovine, 
porcine

Hormone stimulates bone and muscle 
tissue growth

In humans, used to treat individuals with 
dwarfism. Improves weight gain in pigs and 
cows; stimulates milk production in cows.

Insulin Hormone required for glucose uptake 
by body cells

Used to control blood sugar levels in patients 
with diabetes.

Interferons and interleukins Growth factors that stimulate blood 
cell growth and production

Used to treat blood cell cancers such as leuke-
mia; improve platelet counts; some used to 
treat different cancers.

Superoxide dismutase An antioxidant that binds and 
destroys harmful free radicals

Minimizes tissue damage during and after a 
heart attack.

Tissue plasminogen activator (tPA) Dissolves blood clots Used to treat patients after heart attack and 
stroke.

Vaccines (e.g., hepatitis B vaccine) Stimulate the immune system to pre-
vent bacterial and viral infections

Used to immunize humans and animals against 
a variety of pathogens; also used in some can-
cer tumor treatments.
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How do antibiotics and other antimicrobial drugs 
affect bacterial cells? Most of these substances act in a 
few key ways. Typically they either prevent bacteria 
from replicating or kill microbes directly, which of 
course also prevents affected cells from replicating. 
Antibiotics can damage the cell wall or prevent its syn-
thesis (which is how penicillin acts), block protein syn-
thesis, inhibit DNA replication, or inhibit the synthesis 
or activity of an important enzyme required for bacte-
rial cell metabolism (Figure 5.9).

You sneeze, your body aches, your nose is run-
ning, your throat is sore, and you can’t sleep, but you 
still have an exam to take tomorrow afternoon. How 
will you do it? By going to your doctor and asking for 
antibiotics of course! But are antibiotics what you really 
need? Because antibiotics are effective only against 

antimicrobial substances. Alexander Fleming was the 
microbiologist who, in 1928, discovered that colonies 
of the mold Penicillium notatum inhibited growth of the 
bacterium Staphylococcus aureus. When cultured together 
on a petri dish, S. aureus would not grow in a small zone 
of agar surrounding mold colonies. A dozen years later, 
scientists used P. notatum to isolate the drug they called 
penicillin, which was subsequently mass-produced and 
used to treat bacterial infections in humans.

A majority of antibiotics are isolated from bacteria, 
and most of these substances inhibit the growth of other 
bacteria. In the over 60 years since penicillin was discov-
ered, thousands of other antibiotic-producing microbes 
have been discovered, and hundreds of different anti-
biotics have been isolated. Table 5.2 shows examples 
of common antibiotics and their source microbes.

Antibiotic Source Microbe Common Uses of Antibiotic

Bacitracin Bacillus subtilis (bacterium) First-aid ointment and skin creams

Erythromycin Streptomyces erythraeus (bacterium) Broad uses to treat bacterial infections, especially in children

Neomycin Streptomyces fradiae (bacterium) Skin ointments and other topical creams

Penicillin Penicillium notatum (fungus) Injected or oral antibiotic used in humans and farm animals 
(cattle and poultry)

Streptomycin Streptomyces griseus (bacterium) Oral antibiotic used to treat many bacterial infections in children

Tetracycline Streptomyces aureofaciens (bacterium) Used to treat infections of the urinary tract in humans; commonly 
used in animal feed to reduce infections and stimulate weight gain

TAble 5.2 COMMON ANTIbIOTICS
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microorganisms (Figure 5.10). However, pathogens 
with resistance to widely used antibiotics and vaccines 
have emerged and challenge the effectiveness of vac-
cines and antibiotics. Infectious diseases caused by 
microbes affect everyone, and worldwide over 60% of 
the causes of death among children before age 4 are 
due to infectious diseases. Without question our ability 
to prevent, detect, and treat infectious diseases is an 
important aspect of microbial biotechnology, and vac-
cines play a key role in this process.

The world’s first vaccine was developed in 1796 
when Edward Jenner demonstrated that a live cowpox 
virus could be used to vaccinate humans against small-
pox. Smallpox and cowpox are closely related viruses. 
Smallpox epidemics ravaged areas of Europe, and an 
estimated 80% or more of Native Americans on the 
East Coast of the United States died from smallpox 
infections carried by European settlers in North Amer-
ica. Cowpox produces blisters and lesions on the 
udders of cows and produces similar skin ulcers in 
humans. Based on a milkmaid’s claim that cowpox 
infections protected her from smallpox, Jenner pre-
pared his vaccine. He took fluid from cowpox blisters 
on the milkmaid and used needles containing this fluid 
to scratch the skin of healthy volunteers. His first 
“patient” was an 8-year-old boy. A majority of Jen-
ner’s volunteers did not develop cowpox or smallpox 
even when subsequently exposed to persons infected 

bacteria; they do not work against viruses such as those 
that cause flu. Also, bacterial resistance to antibiotics 
has become a major problem. Improper use and over-
use of antibiotics in humans and farm animals has led 
to dramatic increases in antibiotic-resistant bacteria, 
including some strains that do not respond at all to 
many antibiotics that were effective in the past.

Antibiotic-resistant strains of S. aureus, Pseudomo-
nas aeruginosa, Streptococcus pneumoniae, M. tuberculosis, 
and many other deadly strains of human pathogens 
have already been detected in hospitals. Because most 
antibiotics attack a bacterial cell in a limited number of 
ways (Figure 5.9), resistance to one antibiotic often 
leads to resistance to many other drugs. Consequently, 
new antimicrobial drugs that are harmful to bacteria in 
different ways need to be developed for medical use as 
well as for treating food animals such as cows, pigs, 
and chickens. Marine microbiologists are discovering 
new strains of ocean microbes with novel antibiotics 
and anticancer compounds. From treetops to polar ice 
caps, deserts, and the ocean’s depths, scientists are bio-
prospecting many microorganisms as potential sources 
of new antimicrobial substances.

Another way to create new antimicrobial drugs is 
to study bacterial pathogens and identify toxins and 
properties that disease-causing bacteria use to create 
illness. By understanding the factors involved in caus-
ing illness, scientists can develop new strategies to block 
bacterial replication. For instance, for certain bacteria, 
their ability to cause disease requires that they attach 
(adhere) to human tissues. Once attached, bacterial 
cells can multiply and then produce sufficient toxins to 
cause illness.

A Florida company called Oragenics received FDA 
approval to begin clinical trials of a recombinant form 
of Streptococcus mutans to evaluate its safety and efficacy 
for reducing tooth decay. Unlike naturally occurring 
strains of S. mutans found in the oral cavity, the recom-
binant strain cannot metabolize sugars to produce lactic 
acid. Because lactic acid dissolves enamel and dentin in 
teeth, it leads to cavities and tooth decay. Scientists will 
attempt to use recombinant S. mutans to colonize the 
oral cavity and replace natural strains of S. mutans and 
then determine if tooth decay is reduced. Recently, 
scientists at the University of California–Los Angeles 
(UCLA) created a sugar-free lollipop containing an 
ingredient in licorice that kills S. mutans, and these bac-
teria-killing lollipops are now available for purchase.

5.4 Vaccines

Antibiotics and vaccines have proven to be very effec-
tive for treating infectious disease conditions in humans 
and animals caused by pathogens—disease-causing 

1000

600

500

400

200

1900 1920 1940 1960 1980
0

M
o

rb
id

it
y 

R
at

e 
p

er
 1

00
,0

00 Influenza Pandemic

Last Human-to-Human
Transmission of the Plague

First Use of Penicillin

Salk Vaccine Introduced

Passage of Vaccination
Assistance Act

First
Continuous
Municipal Use
of Chlorine in
Water in the
United States*

Year

Crude Death Rate for Infectious Diseases

Figure 5.10 the use of Antibiotics and Vaccines to 
Combat infectious Diseases Caused by Microorganisms Even 
though the use of antibiotics and vaccines has decreased the 
incidence of human illness caused by microorganisms in the 
United States, strains of microbes that show resistance to 
many popular antibiotics and vaccines are emerging. New 
antibiotics and vaccines are required to fight these microbes.

*The American Society for Microbiology Report: Congressional 
Briefing. Infectious Disease Threats, 2001.
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are called antigens. They may be whole bacteria, 
fungi, and viruses or individual molecules such as pro-
teins or lipids found on pollen. For instance, people 
with food allergies have immune responses to pro-
teins, carbohydrates, and lipids in certain foods.

The immune system typically responds to antigens 
in part by producing antibodies. This response is called 
antibody-mediated immunity (Figure 5.11). When 

with smallpox. Exposure to cowpox fluid had stimu-
lated the immune system of Jenner’s volunteers to 
develop protection against smallpox.

These experiments demonstrated the potential of 
vaccination (named from the Latin word vacca, mean-
ing “cow”)—using infectious agents to provide immune 
protection against illness. Although the United States 
stopped routine vaccinations for smallpox in 1972, by 
1980, subsequent widespread applications of the vac-
cine had eradicated this disease. In the United States 
many vaccines are routinely given to newborns, chil-
dren, and adults. Although you may not remember 
your first vaccination (which usually occurs sometime 
from 2 to 15 months of age), you were probably vac-
cinated with the DPT vaccine, which provides several 
years of protection against three bacterial toxins called 
diphtheria toxin, pertussis toxin, and tetanus toxin. 
Diphtheria can cause breathing problems, paralysis, 
and heart failure. Pertussis causes whooping cough, 
which involves episodes of coughing paralysis so 
severe that it becomes hard for infants to eat, drink or 
breathe. Tetanus can cause lockjaw, preventing open-
ing of the mouth.

Another childhood vaccine is the MMR (measles-
mumps-rubella) vaccine. As you may know, measles 
results in a rash, fever, and cough; it can also cause a 
variety of other complications such as ear infections, 
seizures, and even death. Mumps causes fever, swol-
len glands, and headaches, but it can also lead to deaf-
ness. Rubella, or German measles, causes a fever, rash, 
and arthritis.

You were probably also vaccinated with OPV (oral 
polio vaccine) for the poliovirus, a strain that infects 
neurons in the spinal cord, causing a devastating paralysis 
called poliomyelitis (polio). The OPV has dramatically 
decreased the incidence of polio. It has virtually been 
eliminated in North America, South America, and most 
of Europe; however, it still exists in some areas of 
the world. Polio, once a much more common disease, 
ravaged millions of children worldwide prior to 1954, 
when Jonas Salk developed the first vaccine for polio. 
Salk’s original vaccine required injection; Albert Sabin 
developed the current version, which can be taken by 
mouth, in 1961. To understand how vaccines work, 
you must be familiar with the basic aspects of the 
human immune system.

A Primer on Antibodies
The immune system in humans and other animals is 
extremely complex. Numerous cells throughout the 
body work together in intricate ways to recognize for-
eign materials that have entered our body and mount 
an attack to neutralize or destroy those materials. For-
eign substances that stimulate an immune response 
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Figure 5.11 Antigens Stimulate Antibody Production by 
the immune System In response to the initial antigen expo-
sure, which comprise whole cells or individual molecules, B cells 
divide repeatedly to form many other B cells (clones). B cells 
differentiate into plasma cells, which produce antibodies specific 
to the antigen. During this process, memory B cells are formed. 
If a person is exposed to the same antigen again in the future, 
even many years later, memory B cells can recognize and pro-
duce a stronger and more rapid response to the antigen.
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bodies bind to and coat the antigen for which they 
were made (Figure 5.12). After antigens are covered 
with antibodies, a type of leukocyte called a macro-
phage can often recognize them. Macrophages are 
cells that are very effective at phagocytosis (which lit-
erally means “cell eating,” derived from the Greek 
terms phago, “eating,” and cyto, “cell”). In phagocyto-
sis, macrophages engulf antigen covered with anti-
body; then, organelles in the macrophage called lyso-
somes unleash digestive enzymes that degrade the 
antigen (Figure 5.12). When the antigen is a foreign 
cell such as a bacterium, some antibodies are involved 
in mechanisms that rupture the cell through a process 
called cell lysis.

We are constantly being exposed to antigens, 
against which our immune system develops antibodies. 
But sometimes our natural production of antibodies is 
not sufficient to protect us from pathogens such as 
smallpox, viruses that cause hepatitis, and human 
immunodeficiency virus (HIV), the cause of 
acquired immunodeficiency syndrome (AIDS). 

they are exposed to antigens, B lymphocytes (sim-
ply called B cells), which are a type of white blood 
cell or leukocyte, recognize and bind to antigen.  
T lymphocytes (T cells) play essential roles in help-
ing B cells recognize and respond to antigen. After 
antigen exposure, B cells develop to form plasma 
cells, which produce and secrete antibodies. Most 
antibodies are released into the bloodstream, but there 
are also antibodies in saliva, tears, and the fluids lining 
the digestive system, among others. 

Another purpose of antibody production is to pro-
vide lasting protection against antigens. During the 
process of B-cell development, some B cells become 
“memory” cells, which have the ability to recognize 
foreign materials years later and in response grow and 
produce more plasma cells and antibodies, which pro-
vide the body with long-term protection against anti-
gens (Figure 5.11).

Antibodies are very specific for the antigen for 
which they were made, but how do these proteins 
protect the body against foreign materials? Many anti-
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Figure 5.12 Mechanisms of Antibody Action Antibodies can inactivate and 
destroy antigens in a number of ways.
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should such exposure occur. Therefore many but 
not all vaccines are designed to be preventative or 
prophylactic (by providing protection against a patho-
gen should you be exposed) and not therapeutic—that 
is, a cure once you have become infected or devel-
oped a particular condition. Remember also that vac-
cination is used in pets, farm animals, zoo animals, 
and even wild animals.

So how are vaccines made? Four major strategies 
are generally used to create immune responses using 
vaccines.

 1. Subunit vaccines are made by injecting portions 
of viral or bacterial structures, usually proteins 
or lipids from the microbe, to which the immune 
system responds. A fairly effective vaccine against 
hepatitis B virus was one of the first examples 

Biotechnology can help our immune systems by boost-
ing our immunity through the use of vaccines.

types of Vaccines: how Are Vaccines 
Made?
Vaccines are parts of a pathogen or whole organisms 
that can be given to humans or animals by mouth or 
by injection to stimulate the immune system against 
infection by those pathogens. When people or animals 
are vaccinated, their immune systems recognize the 
vaccine as an antigen and respond by making antibod-
ies and B memory cells. By stimulating the immune 
system, the vaccine has pressured it into stockpiling 
antibodies and immune memory cells that can go to 
work on exposure to the real pathogen in the future, 

You DeCiDe

Microbes on the Loose
One of the many controversies 

surrounding microbial biotechnology is the prospect 
that recombinant microbes can enter the environment, 
through accidental introduction or intentional release, 
as in the ice-minus studies described below. If recombi-
nant microbes are loose in the environment, how can we 
know what will ultimately happen to these organisms? 
The first field application of genetically engineered 
bacteria was developed at the University of California by 
plant pathologist Steven Lindow and colleagues. They 
identified a common strain of bacteria called Pseudo-
monas syringae, which makes bacterial proteins that 
stimulate ice crystal formation. Lindow’s group created 
ice-minus bacteria by removing the ice protein– 
producing genes from P. syringae. They proposed that 
releasing ice-minus bacteria onto plants would cause 
the ice-minus bacteria to crowd out normal, ice-forming 
P. syringae and provide frost-sensitive crop plants with 
protection from the cold, thus extending the growing 
season and increasing crop yields.

Surrounded by a great deal of controversy, Lindow 
received approval in 1987 to test P. syringae on a 
crop of potatoes. Around the same time, other scien-
tists received permission to test ice-minus bacteria 
on strawberries in a small town in California. This was 
the first time that genetically altered microbes were 
ever intentionally released into the environment in the 
United States. In both experiments, a majority of plants 
were damaged by activists concerned about the release 
of genetically altered microbes. Ice-minus P. syringae 
have shown some promise for frost protection, but they 

have not been as effective at crowding out the growth 
of normal ice-forming P. syringae as Lindow and others 
had hoped.

Because gene transfer between bacteria is a natural 
process that occurs in the wild, scientists are concerned 
about horizontal gene transfer, the spread of genes to 
related microbes. As a result of genetic recombination 
and the creation of new genes, new strains of microbes 
with different characteristics based on the genes they 
inherit may be produced.

■ What would happen if recombinant microbes 
could transfer genetically altered genes into 
other microorganisms for which they were not 
originally intended?

■ For instance, what would happen if ice-minus 
bacterial genes were transferred to strains of 
bacteria that are accustomed to living under cold 
conditions?

■ Once recombinant microbes escape or are released 
into the environment, we cannot simply call them 
back into the lab if we do not like what they are 
doing in the field.

■ Can we prevent the escape of genetically altered 
microbes in field experiments? It is a difficult if 
not impossible task when wind, rain, and other 
weather elements are involved.

Should genetically engineered microbes be released 
even in “controlled” experiments that might result in 
beneficial applications of biotechnology? You decide.
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rounding media, and these proteins can be purified 
and mixed with compounds that will help stimulate an 
immune response when injected into humans. But as 
scientists have learned more about the molecular struc-
ture of many pathogens, attempts at making recombi-
nant subunit vaccines have become more popular.

For instance, hepatitis B is a blood-borne virus 
transmitted by exposure to body fluids, sexual inter-
course, and contaminated blood transfusions. Hepatitis 
B causes deadly liver diseases. When vaccines for hep-
atitis B were first prepared, scientists isolated the virus 
from the blood of infected patients and then used bio-
chemical techniques to purify viral proteins. These pro-
teins were then injected into humans as a vaccine. The 
hepatitis B vaccine is recommended for international 
travelers, particularly people visiting Africa and Asia, 
and health care workers and others who may come in 
contact with hepatitis-infected persons or their body 
fluids. Currently a majority of subunit vaccines, includ-
ing the vaccine for hepatitis B, are made using recom-
binant DNA approaches in which the vaccine is produced 
in microbes.

To produce the recombinant subunit vaccine for 
hepatitis B, scientists cloned genes for proteins on the 
outer surface of the virus into plasmids. Yeasts trans-
formed with these plasmids are used to express large 
amounts of viral protein as fusion proteins, which are 
then purified and used to vaccinate people against 
hepatitis B infections. This approach is a common strat-
egy for producing subunit vaccines, although some-
times fusion proteins are expressed in bacteria or in 
cultured mammalian cells. In, 2005, the pharmaceu-
tical company Merck received FDA approval of a 
recombinant subunit vaccine (Gardasil) against cervi-
cal cancer and the first cancer vaccine to be approved 
by the FDA. Gardasil targets four specific strains of 
human papillomavirus (HPV), which cause about 
70% of cervical cancers (HPV strains 16 and 18) and a 
large percentage of genital warts (caused by HPV strains 
6 and 11). Cervical cancer affects 1 in 130 women, 
nearly half a million women worldwide, and approxi-
mately 70% of sexually active women will become 
infected with HPV during their lifetimes. In the United 
States, more than 10,000 women each year contract 
cervical cancer and around 4,000 die of the disease.

Given as a series of three booster shots, Gardasil is 
designed as a prophylactic vaccine, for use in girls and 
women aged 9 through 26, which means that it is 
taken to provide immune protection prior to exposure 
to HPV. Merck is also seeking FDA approval to expand 
Gardasil use to women aged 27 to 45 and potentially for 
use in teen boys. Merck recommends that Gardasil be 
given to female preteens prior to their becoming sexu-
ally active. Several states have pending legislation requir-
ing that schoolchildren be vaccinated with Gardasil. 

of a subunit vaccine, and vaccines for tetanus, 
anthrax, and meningococcal disease (which you 
may have been vaccinated for, because this vac-
cine is required by many colleges and universities) 
are also subunit vaccines.

 2. Attenuated vaccines involve using live bacte-
ria or viruses that have been weakened through 
aging or by altering their growth conditions to 
prevent their replication after they are introduced 
into the recipient. The Sabin vaccine for polio is 
an attenuated vaccine. So are the MMR, tubercu-
losis, cholera, and chickenpox (varicella) vaccines 
as well as many others.

 3. Inactivated (killed) vaccines are prepared by 
killing the pathogen and using the dead or inac-
tive microorganism for the vaccine. A mixture of 
inactivated poliovirus is used in the Salk vaccine 
against polio. The rabies vaccines administered 
by injection to dogs, cats, and humans, the DPT 
vaccine, and the influenza (flu) vaccine, which 
has become common in recent years, are also 
examples of inactivated vaccines. Inactivated flu 
vaccine can also be delivered as a nasal spray.

 4. DNA-based vaccines have been attempted but 
so far they have not proven to be widely effec-
tive. However, in 2005, the USDA approved the 
world’s first licensed DNA vaccine, a vaccine 
against West Nile virus (WNV). Developed by Fort 
Dodge Laboratories of Fort Dodge, Iowa, this vac-
cine is designed to protect horses from WNV, a 
mosquito-borne virus. Equine infections of WNV 
are on the rise, and about a one-third of horses 
infected with WNV will die or will have to be 
euthanized. In 2007, the USDA approved the first 
therapeutic cancer vaccine in the United States for 
any species, human or animal, for canine mela-
noma. This vaccine consists of a plasmid contain-
ing a gene for a human enzyme (tyrosinase).

Immunity from vaccinations can fade with time, 
particularly for inactivated vaccines, which often do 
not produce a strong immune response. As a result, 
many vaccines require immunization booster shots every 
few years to restimulate the immune system so that it 
will continue to provide protective levels of antibodies 
and immune memory cells. For instance, the DPT vac-
cine is effective for about 10 years, as is the tetanus 
vaccine, and the flu vaccine that you may have received 
requires annual injections because new strains of influ-
enza virus are developing each year.

Attenuated and inactivated vaccines were among 
the first vaccines developed. Some subunit vaccines 
against bacteria were made prior to recombinant DNA 
technology by growing bacterial pathogens in liquid 
culture. Many bacteria release proteins into the sur-



Chapter 5 Microbial Biotechnology142

based on the three main flu virus strains that are expected 
to be prevalent during the upcoming flu season. Viruses 
for this vaccine are grown in eggs.

The World Health Organization (WHO)—an 
international group that monitors infectious diseases 
and epidemics—has established centers in over 80 
countries so that it can collect and screen samples of 
influenza for analysis and then develop vaccine treat-
ment strategies. Infectious disease scientists are consid-
ering the development of a “global lab” to monitor 
strains of influenza viruses around the world, replicate 
these viruses, and then use recombinant DNA tech-
niques to produce subunit vaccines in response to new 
viral strains detected. This strategy is a surveillance 
and rapid-response approach to keeping up with new 
pathogens and producing vaccines as needed. In the 
future, it will likely be implemented for many different 
disease-causing organisms.

Influenza A represents one of the greatest potential 
threats to human health through a pandemic, a global 
outbreak. Pandemic strains of influenza A have arisen 
in the past. In 1918, influenza virus killed at least 20 
million people. Other pandemics occurred in 1957 and 
1968, and epidemiologists predict that a future pan-
demic could be much worse than previous episodes. 
Of recent concern was the emerging strain of avian 
flu (H5N1), which received a lot of media attention 
because of its presence in chickens. Variations in influ-
enza A are due to two glycoproteins called hemagglu-
tinin (HA) and neuraminidase (NA), which project 
from the surface of the virus. Avian flu is an influenza 
A subtype called H5N1 because of the variation of 
these two proteins contained in this strain (abbrevi-
ated as H and N when used in strain names). In 2003, 
strain H5N1 caused a pandemic in chickens in Asia 
that resulted in the killing of over 200 million birds in 
an effort to halt the spread. Scientists were concerned 
that this strain, like other viruses, may mutate and 
make the jump into humans. Although a few isolated 
cases of human infection were seen, widespread infec-
tion did not occur; however, bird-to-pig transmission 
of the virus has occurred and mutation of the virus in 
pigs could produce a strain that would infect humans. 
Because of the devastation such a virus could cause, 
the WHO declared development of a vaccine to protect 
against H5N1 a high priority and vaccines were subse-
quently produced. In 2009, swine flu (H1N1) led to 
significant public health concerns, but vaccination 
against this virus has proven effective at controlling its 
spread in humans.

Tuberculosis (TB), caused by the bacterium Myco-
bacterium tuberculosis, is responsible for between 2 and 
3 million deaths each year. Inhaled particles of M. tuber-
culosis can infect lung tissue, creating lumpy lesions 
called tubercles. The spread of TB has been effectively 

In Texas, for example, the governor signed an execu-
tive order making HPV vaccination compulsory for girls 
ages 11 to 12. Compulsory vaccination has become a 
very controversial issue (see problem 8 in the Ques-
tions & Activities at the end of this chapter) and Merck 
has since ceased its efforts to lobby for state laws requir-
ing compulsory vaccination.

Ideally, the immune system can be most effective 
during the early stages of exposure to an infectious 
agent, when immune cells can attack the pathogens 
as soon as they enter the body. Disease-causing 
viruses use a number of complicated ways to infect 
cells, replicate, and cause disease. For instance, 
human immunodeficiency virus-1 (HIV-1), the 
causative agent of AIDS, infects human immune cells 
by binding to a cell and injecting its RNA genome (Fig-
ure 5.13). The enzyme reverse transcriptase copies the 
HIV genome into DNA. HIV and other viruses that 
transcribe their RNA genomes into DNA are called 
retroviruses. After the viral genome has been copied, 
it is transcribed to make RNA and translated to pro-
duce viral proteins that assemble to create more viral 
particles that are released from infected cells. We pres-
ent this brief overview of viral replication because each 
stage essentially represents a potential target for anti-
viral drugs, including some vaccines.

Bacterial and Viral Targets for Vaccines
Pathogens are changing all the time, giving rise to both 
drug- and vaccine-resistant strains and new strains of 
disease-causing bacteria and viruses. More infectious 
microbes exist than there are vaccines. As a result, 
there are many research priorities for improving exist-
ing vaccines and producing new ones, and biotechnol-
ogy companies have in excess of 50 targets for vaccine 
development. Several of the major vaccine targets 
include Dengue fever, Hepatitis C and E, sexually 
transmitted diseases such as herpes, gonorrhea and 
chlamydial infection, methicillin-resistant Staphylococcus 
aureus (MRSA), pneumococcal disease, rotavirus, and 
West Nile Virus. In addition, nonpathogenic human 
diseases such as Alzheimer’s disease, multiple sclerosis, 
allergies, drug addiction, diabetes, and hypertension 
are targets for therapeutic vaccines. Here, we consider a 
few of the many targets for new vaccines.

The flu is caused by a large number of viruses that 
belong to the influenza family of viruses. Although 
most people experience flu symptoms that last for a few 
days and can be readily treated by over-the-counter 
medications, influenza kills some 500,000 to 1 million 
people worldwide each year, including about 34,000 
deaths in the United States. Because flu viruses mutate 
so rapidly, no one-size-fits-all vaccine protects against 
all strains. New flu vaccines are generated each year 



1435.4 Vaccines

emergency, and a number of research initiatives were 
launched. The Bill and Melinda Gates Foundation, 
together with other organizations, have provided over 
$30 million for these efforts. The genome for M. tuber-
culosis has been sequenced and, as a result, new pro-
teins have been discovered, leading to the development 

controlled in many areas of the world by the use of 
antibiotics and vaccines. But there has been a resur-
gence of TB because M. tuberculosis has proved to be 
very adept at evolving new strains that are resistant to 
treatment. Concern over such new strains is so great 
that in 1993, the WHO declared TB a global health 
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pathogens such as the organism (Plasmodium) that 
causes malaria.

Why Sequence Microbial genomes?
Streptococcus pneumoniae, the bacterium that causes ear 
and lung infections, including pneumonia, kills approx-
imately 3 million children worldwide each year. Infec-
tions of S. pneumoniae, which can also cause bacterial 
meningitis, have been effectively treated since 1946. 
But many of these vaccines are ineffective in young 
children, who are particularly susceptible to infection 
and serious health consequences. In 2001, the S. pneu-
moniae genome was completely sequenced, and many 
genes encoding previously undiscovered proteins on 
the surface of the bacterium were identified. Research-
ers are optimistic that this new understanding of the 
S. pneumoniae genome will lead to new treatments for 
pneumonia, including gene therapy approaches to rid 
children of infections that may persist for years.

This is just one example of the potential power of 
genomics at work. By sequencing microbial genomes, 
scientists will be able to identify many secrets of bacte-
ria, from genes involved in bacterial cell metabolism 
and cell division to genes that cause human and animal 
illnesses. In addition, researchers will find bacterial 
genes that may enable scientists to develop new strains 
of microbes that can be used in bioremediation and to 
reduce atmospheric carbon dioxide and other green-
house gases, to find disease-causing organisms in food 
and water, to detect biological weapons, to synthesize 
plastics, to make better food products, and to produce 
genetically altered bacteria as biosensors for detecting 
harmful substances, among many other examples.

Our ability to sequence microbial genomes is also 
expected to lead to new and rapid diagnostic methods 
and ways to treat infectious conditions. For instance, if 
scientists sequence genes encoding cell-surface proteins 
that coat a particular bacterial pathogen, they may be 
able to use these proteins to generate new diagnostic 
tools, vaccines, and antimicrobial agents.

Bacteria perform a wealth of biochemical activi-
ties, which is reflected in their genomes. Of the micro-
bial genomes sequenced to date, approximately 45% 
of the genes identified produce proteins of unknown 
function, and approximately 25% of genes discovered 
produce proteins that are unique to the bacterial 
genome sequenced. Therefore the potential for identi-
fying new genes and proteins with unique properties 
that may have important applications in biotechnol-
ogy is very high.

Selected genomes Sequenced to Date
Of the millions of different bacteria that have been iden-
tified, which ones are of greatest interest to microbial 

of new TB vaccines, many of which are currently in 
clinical trials.

Malaria is caused by the protozoan parasite Plas-
modium falciparum and transmitted by insects. World-
wide, Plasmodium strains are developing resistance to 
the most commonly used antimalarial drugs. Although 
these drugs have been effective in parts of the world, 
the death rate from malaria is still unacceptable. Each 
year approximately half a billion cases of Plasmodium 
infections occur in children and cause nearly 3 million 
deaths. Whole-genome microarrays have been made 
for Plasmodium to help scientists identify new gene tar-
gets for inhibiting this parasite.

On another front, more than 33 million people are 
infected by HIV worldwide. The need for a vaccine to 
treat and stop the spread of HIV is critical if we are to 
curb this devastating disease and eventually eliminate 
the AIDS epidemic. Several vaccines for the preven-
tion of HIV infections or the treatment of HIV-infected 
individuals have been tried in humans; most of these 
vaccines target viral surface proteins, but to date none 
of these have lived up to their promise. In 2007, a 
promising vaccine from Merck failed in phase II clini-
cal trials.

One obstacle facing HIV vaccine scientists is the 
high mutation rate of HIV. Consequently, the multi-
subunit vaccines called cocktails—those that contain 
mixtures of many viral proteins, together with antivi-
ral drugs that block viral replication—may be a more 
effective strategy to combat HIV than using either vac-
cines or antiviral drugs alone. Similar strategies are 
being developed for treating other viruses, such as 
hepatitis B and C.

In the next section, we will consider the many rea-
sons for sequencing microbial genomes and the tools 
used to carry out this work.

5.5 Microbial genomes

In 1995, the Institute for Genomic Research, which 
played a major role in the Human Genome Project, 
reported the first completed sequence of a microbial 
genome when they published the sequence for Hae-
mophilus influenzae. Since then, over 1,000 microbial 
genomes have been published, and work is being 
carried out on the genomes for several hundred other 
microbes. In 1994, as an extension of the Human 
Genome Project, the U.S. Department of Energy initi-
ated the Microbial Genome Program (MGP). A 
goal of the MGP is to sequence the entire genomes 
of microorganisms that have potential applications 
in environmental biology, research, industry, and 
health, such as bacteria that cause tuberculosis, gonor-
rhea, and cholera, as well as genomes of protozoan 
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and vomiting, leading to massive fluid loss, which 
can cause shock and even death. Strains of antibi-
otic-resistant V. cholerae are causing recurring prob-
lems in Asia, India, Latin America, and even areas of 
the Gulf Coast in the United States. Understanding the 
genome of V. cholerae will help scientists identify toxin 
genes, genes for antibiotic resistance, and other genes 
that will augment our current methods for combating 
this microbe. Genome biologists are also focusing on 
microorganisms that may be used as biological weap-
ons in a terrorist attack. In Section 5.7, we discuss why 
and how microbes can be used as bioweapons and 
what can be learned by studying their genomes.

Scientists have been studying the genetics of lactic 
acid bacteria for about 35 years helping an effort to 
understand how these bacteria contribute to the flavor 
and texture of cheeses, milk, and other products we 
discussed earlier. Genome projects have been completed 
for several dozen dairy-related lactic acid bacteria. For 
example, scientists recently sequenced the genome for 

genome researchers? As shown in Table 5.3, the bacte-
rial genomes that have received the most attention are 
those from microbes responsible for serious illnesses 
and diseases in humans. For example, recently the 
genome for Pseudomonas aeruginosa was completed. It is 
a major human pathogen causing urinary tract infec-
tions, a number of skin infections, and persistent lung 
infections that are a significant cause of death in cystic 
fibrosis patients. P. aeruginosa is a particularly problem-
atic bacterium because it is resistant to many antibiot-
ics and disinfectants commonly used to treat other 
microbes. Learning more about the genes involved in 
the metabolism, replication, and the breakdown of 
compounds (such as antibiotics) in P. aeruginosa will be 
greatly helped by an understanding of its genome.

Another one of the first microbes targeted for 
genome studies was Vibrio cholerae, which is typically 
found in polluted waters in areas of the world with 
poor sanitary practices. This bacterium causes the dis-
ease cholera, which is characterized by severe diarrhea 

tABLe 5.3 SeLeCteD MiCroBiAL genoMeS

Bacterium human Disease Condition  
(megabases, mB)

Approximate 
genome Size

Approximate 
number of genes

Bacillus anthracis Anthrax 5.23 5,000

Borrelia burgdorferi Lyme disease 1.44 853

Chlamydia trachomatis Eye infections, genitourinary tract infections 
(e.g., pelvic inflammatory disease)

1.04 896

Escherichia coli O157:H7 Severe food-borne illness (diarrhea) 4.10 5,283

Haemophilus influenzae Serious infections in children (eye, throat, 
and ear infections, meningitis)

1.83 1,746

Helicobacter pylori Stomach (gastric) ulcers 1.66 1,590

Listeria monocytogenes Listeriosis (serious food-borne illness) 2.94 2,853

Mycobacterium tuberculosis Tuberculosis 4.41 3,974

Neisseria meningitidis (MC58) infections Meningitis and blood 2.27 2,158

Pseudomonas aeruginosa Pneumonia, chronic lung infections 6.30 5,570

Rickettsia prowazekii Typhus 1.11 834

Rickettsia conorii Mediterranean spotted fever 1.30 1,374

Streptococcus pneumoniae Acute (short-term) respiratory infection 2.16 2,236

Yersinia pestis Plague 4.65 4,012

Vibrio cholerae Cholera (diarrheal disease) 4.00 3,885

Sources: Sawyer, T. K. (2001). Genes to Drugs. Biotechniques 30(1): 164–168. TIGR Microbial 
Database (www.tigr.org/tdb/mdb/mdbcomplete) and Gold: Genomes OnLine Database  
(wit.integratedgenomics.com/GOLD).

www.tigr.org/tdb/mdb/mdbcomplete
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sequenced well over 6 billion base pairs (bp) of DNA 
from more than 400 uncharacterized microbial species. 
These sequences contain 7.7 million previously unchar-
acterized sequences encoding more than 6 million dif-
ferent potential proteins.

the human Microbiome project
In 2008 the National Institutes of Health initiated the 
Human Microbiome Project, a $115-million, 5-year 
metagenomic project to complete the genomes of an 
estimated 600 to 1,000 microorganisms, bacteria, 
viruses, and yeasts that live on and inside humans. 
Microorganisms comprise some 1% to 2% of the 
human body, outnumbering human cells by about 10 
to 1. Many microbes, such as E. coli in the digestive 
tract, have important roles in human health, and of 
course other microbes make us ill. In addition, 1,200 
different bacteriophages (recall from Chapter 3 that 
phages are viruses that infect bacteria) are found in 
the gut, and we know virtually nothing about more 
than half of them.

The Human Microbiome Project has several major 
goals, including:

■ Determining if individuals share a core human 
microbiome.

■ Understanding how we acquire and maintain 
microbial communities.

■ Understanding how changes in the microbiome 
can be correlated with changes in human health 
and the conditions (such as stress and diet) that 
affect the microbiome.

■ Developing new methods, including bioinformat-
ics tools, to support analysis of the microbiome.

■ Addressing ethical, legal and social implications 
raised by human microbiome research. Does this 
sound familiar? Recall that addressing ethical, 
legal and social issues was a goal of the Human 
Genome Project (HGP).

It is estimated that the microbiome consists of 100 to 
1,000 times the number of human genes. The Human 
Microbiome Project is still very much in its infancy as a 
project but it has already sequenced 500 microbial 
genomes. So far about 3.3 million human gut microbe 
genes characterized to date appear to be very similar 
among over 100 individuals. The saliva microbiome is 
also highly similar from individual to individual, and a 
Human Oral Microbiome database has been established 
from these studies; it seeks to develop linkages between 
the oral microbiome and oral health. More than 700 
types of microbes grow in the mouth alone, contributing 
to oral health issues such as bad breath, plaque forma-
tion, and tooth decay. Scientists have characterized the 
genomes for dandruff-causing bacteria and fungi of the 

Lactococcus lactis, a strain that is important for making 
cheese. Such projects have already helped food scien-
tists better utilize different strains to make specific 
cheeses with enhanced flavor characteristics and to 
refine culture conditions to maximize the growth abili-
ties of different microbes.

Metagenomic Studies Sequence genomes 
from Microbial Communities
Metagenomics involves the sequencing of genomes for 
entire communities of microbes. Metagenomics projects 
are sequencing microbial genomes from environmental 
samples of water, air, and soils as well as from oceans 
throughout the world, glaciers, mines—virtually every 
corner of the globe. Estimates also suggest that over 99% 
of currently known microbial diversity exists in organ-
isms that cannot be cultured. Currently a number of 
metagenomics projects have been launched around the 
world, involving international teams of investigators 
sequencing marine microbes and soil microbes (there is 
a “terragenome” project under way).

Human genome pioneer J. Craig Venter, who we 
discussed in Chapter 3, left Celera in 2003 to form the J. 
Craig Venter Institute (JCVI), and he has played a cen-
tral role in establishing the field of metagenomics. One 
of the institute’s initiatives is a global expedition to 
sample marine and terrestrial microorganisms from 
around the world and to sequence their genomes. On 
what is called the Sorcerer II Expedition, Venter and his 
researchers are traveling the globe by yacht on a sailing 
voyage that has been described as a modern-day version 
of Charles Darwin’s famous treks on the HMS Beagle.

A pilot study the institute conducted on the Sar-
gasso Sea off Bermuda yielded around 1,800 new spe-
cies of microorganisms and over 1.2 million novel DNA 
sequences. Samples of water from different layers in 
the water column are passed through high-density fil-
ters of various sizes to filter out microbes. DNA is then 
isolated from the microbes and used for shotgun clon-
ing and then sequenced with computer-automated 
sequencers that are kept running on board nearly 
around the clock. This expedition has great potential 
for identifying new microbes and genes with novel 
functions, including commercially valuable genes. For 
example, the Sargasso Sea project identified hundreds 
of photoreceptor genes. Some microorganisms rely on 
photoreceptors for capturing light energy to power 
photosynthesis. Scientists are interested in learning 
more about photoreceptors to help develop ways in 
which photosynthesis may be used to produce hydro-
gen as a fuel source. Medical researchers are also very 
interested in photoreceptors because, in humans and 
many other species, photoreceptors in the eye are 
responsible for vision. The Sorcerer II expedition has 
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thousand 1,080-bp segments covering the entire 1.08-
Mb genome of the bacterium Mycoplasma mycoides 
(Figure 5.14). To assemble these segments correctly, 
the segments had 80-bp sequences at each end, which 
overlapped with their neighbor sequences. These 
sequences were cloned in E. coli. Then, using the yeast 
Saccharomyces cerevisiae, they assembled the sequences 
into eleven separate 10-kb assemblies, which were 
eventually combined to completely span the entire M. 
mycoides genome. The assembled genome, called JCVI-
syn1.0, was then transplanted into a close relative M. 
capricolum as recipient cells, resulting in a new cell 

scalp. We have also learned that gut microbes play a role 
in obesity and that the gut microbial environment 
changes from childhood to adulthood. Similar projects 
are under way to study the microbiomes of dogs and 
other animals. Keep an eye on microbiome and other 
metagenomics projects, because they will provide very 
interesting data about the microbes among us.

Viral genomics
The study of viral genomes is another hot area of 
research (Table 5.4, on page 149). This is true in part 
because many deadly viruses mutate quickly in 
response to vaccine and antiviral treatments. Antiviral 
drugs are designed to work in several ways. Some 
antiviral drugs block viruses from binding to the sur-
face of cells and infecting cells; others block viral repli-
cation after the virus has infected body cells. Research 
on viral genomes helps scientists learn how viruses 
cause disease and leads to the development of new 
and effective antiviral drugs.

Creating Synthetic genomes:  
A Functional Synthetic genome  
is produced for a Bacterial Strain
In 2010 JCVI scientists published the first report of a 
functional synthetic genome. In this project they 
designed and had chemically synthesized more than a 

Design of M.mycoides 
genome

Chemical synthesis of 10,000 
1,080-bp oligonucleotide 
cassettes spanning the entire 
1.8 Mb M. mycoides genome

Cloning of cassettes 
in E. coli

Complete genome 
assembly in S. cerevisiae

Genome transplantation to 
M. capricolum

Figure 5.14 Building a synthetic version of  
the 1.08-Mb Mycoplasma mycoides genome  
JCVi-syn1.0. Shown here is an overview of the approach 
used to produce M. mycoides JCVI-syn1.0.

You DeCiDe

Should We Create Life 
Synthetically?

The JCVI synthetic genome experiments are of limited 
applicability thus far and will likely be very challeng-
ing to apply to other cells types. But if applications 
of synthetic biology eventually become routine, will 
we have simplified or demystified life, making it less 
sacred? Should humans be such “creators” of life? 
Of course we have been creating life in the lab for a 
long time; in vitro fertilization is one such example. 
But synthetic biology is a very different approach. 
Not surprisingly, one fear raised was that bioterror-
ists could use synthetic genome strategies to recreate 
deadly bacteria or viruses (read about bioweapons in 
the next section on bioterrorism) from benign bac-
teria and viruses. To what extent should we use this 
technology to remake naturally occurring cells with 
features we deem better or more desirable? In the 
future, could synthetic genomes be used to create life 
from inanimate components? Should this be done if it 
is technically possible? You decide.
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tion that recipient cells also made proteins character-
istic of M. mycoides and not M. capricolum were also 
used to verify strain conversion.

One particularly impressive accomplishment of 
these experiments was that the synthetic DNA was 
“naked” DNA, because it did not contain any proteins 
from M. mycoides; therefore it was capable of transcrib-

with the JCVI-syn1.0 genotype and the phenotype of 
a new strain of M. mycoides. As shown in Figure 5.15, 
JCVI determined that the recipient cells were taken 
over to become JCVI-syn.10 M. mycoides, in part 
because they were shown to express the lacZ gene, 
which was incorporated into the synthetic genome. 
Selection for tetracycline resistance and a determina-

(a) RFLP Analysis (b) PCR Analysis (c) DNA Sequencing
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DNA fragments
after restriction
enzyme digestion

Electrophoresis

Hybridize blot
to radioactive or
nonradioactive-
labeled gene 
probe

DNA/RNA
extraction

Specimen
(sterile site)

Bacterial DNA
amplification

DNA
sequencing

Direct
input

Database search on
known sequences

Identification of bacteria in clinical
sample based on DNA sequence

comparison to microbial genome databases

Bacterial cells

DNA

G A T C

Clinical sample
(e.g., blood, saliva)

3�5� 3� 5�

Primer 1 Primer 2

Gel

Membrane

Membrane

Southern Blotting

Probing 

Target

Target DNA

Figure 5.15 using Molecular techniques to identify Bacteria Many molecular 
techniques are available for identifying bacteria. (a) For some pathogens, isolated DNA 
(which may come from a clinical sample such as blood or saliva) can be digested by 
restriction enzymes, separated by agarose gel electrophoresis followed by Southern blot-
ting (RFLP analysis). Banding patterns of DNA fragments can be compared to reference 
strains of known bacteria to allow for a positive identification. In this example, DNA 
from the clinical sample matches P. aeruginosa. (b) PCR has the advantage of being 
much more sensitive than RFLP analysis; therefore only small clinical samples and small 
amounts of DNA are required, allowing for early treatment of an infection. (c) DNA-
sequencing strategies are also commonly used for microbial identification.
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“proof of concept” that synthetic genomes could be 
produced, assembled, and successfully transplanted to 
create a microbial strain encoded by a synthetic 
genome and bring scientists closer to producing novel 
synthetic genomes incorporating genes for specific 
traits of interest.

What are potential applications of synthetic 
genomes and synthetic biology? JCVI claims that their 
ultimate goal is to create microorganisms that can be 
used to synthesize biofuels. Other possibilities exist, 
such as creating synthetic microbes with genomes 
engineered for bioremediation, producing alternative 
fuels, synthesizing new biopharmaceutical products, 
developing genetically programmed bacteria to help 
us heal, and making “prosthetic genomes.” Work on 
synthetic genomes and synthetic biology has led to 
speculation of a future world in which there will be 
new bacteria and perhaps new animal and plant cells 
designed and even programmed to be controlled as 
we want them to be.

5.6 Microbes for Making Biofuels

The United States alone requires about 140 billion 
gallons of fuel per year to satisfy current needs, and 
we are producing only about 5 billion gallons per 

ing all of the appropriate genes and translating all of 
the protein products necessary for life as M. mycoides. 
This is not a trivial accomplishment. The synthetic 
genome effectively rebooted the M. capricolum recipi-
ent cells to change then from one form to another. 
When this work was announced, J. Craig Venter 
claimed “This is equivalent to changing a Macintosh 
computer into a PC by inserting a new piece of PC 
software.”

Venter and others have used recombinant DNA 
technology to construct synthetic copies of viral genomes. 
Researchers at Stony Brook University in New York 
made headlines when they assembled approximately 
7,500 bp of synthetically produced DNA sequences to 
synthesize proteins and lipids; these were assembled 
into a recreated polio virus: the first synthetically 
made virus. The genome for the 1918 influenza strain 
responsible for the pandemic was also assembled in 
this way.

But Venter’s recent work with M. mycoides JCVI-
syn1.0 9 is hailed as a defining moment in the emerg-
ing field of synthetic biology. This work did not cre-
ate life from an inanimate object, since it was based 
on converting one living strain into another. There 
are many fundamental questions about synthetic 
genomes and genome transplantation that need to be 
answered. But clearly these studies provided key 

Virus human Disease or illness Year Sequenced

Ebola virus Ebola hemorrhagic fever 1993

Hepatitis A virus Hepatitis A 1987

Hepatitis B virus Hepatitis B 1984

Hepatitis C virus Hepatitis C 1990

Herpes simplex virus, type I Cold sores 1988

Human immunodeficiency virus (HIV-1) Acquired immunodeficiency syndrome (AIDS) 1985

Human papillomavirus Cervical cancer 1985

Human poliovirus Poliomyelitis 1981

Human rhinovirus Common cold 1984

Influenza A virus

  • Subtype H5N1 (Avian flu)

  • Subtype H5N1 (Swine flu)

Severe acute respiratory coronavirus (SARS-CoV)

Severe flu

Severe flu

Severe acute respiratory syndrome (SARS)

2007

2009

2003

Variola virus Smallpox 1992

tABLe 5.4 eXAMpLeS oF MeDiCALLY iMportAnt VirAL genoMeS thAt hAVe Been SeQuenCeD
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5.7 Microbial Diagnostics

We have repeatedly seen that microorganisms cause a 
number of diseases in humans, pets, and agriculturally 
important crops. Scientists can use a variety of molec-
ular techniques to detect and track microbes—an 
approach called microbial diagnostics.

Bacterial Detection Strategies
Before the development of molecular biology tech-
niques, microbiologists relied on biochemical tests and 
bacteria cultured on different growth media to identify 
strains of disease-causing bacteria. For example, when 
doctors take a throat culture, they use a swab of bacte-
ria from your throat to check for the presence of Strep-
tococcus pyogenes, a bacterium that causes strep throat. 
Even though these and other similar techniques still 
have an important place in microbial diagnosis, tech-
niques in molecular biology allow for the rapid detec-
tion of bacteria and viruses with great sensitivity.

Molecular techniques such as restriction fragment 
length polymorphism (RFLP) analysis, PCR, and DNA 
sequencing, can be used for bacterial identification 
(Figure 5.15; see also Chapter 3). If the genome of the 
pathogen is large and produces too many restriction 
enzyme fragments, which prevent visualizing individ-
ual DNA bands on an agarose gel, DNA may be sub-
jected to Southern blot analysis (Figure 5.15).

Many databases of RFLPs, PCR patterns, and bac-
terial DNA sequences are available for comparison of 
clinical samples. For example, if a doctor suspects a 
bacterial or viral infection, samples including blood, 
saliva, feces, and cerebrospinal fluid from the patient 
can be used to isolate bacterial and viral pathogens. 
DNA from the suspected pathogen is then isolated 
and subjected to molecular techniques such as PCR 
(Figure 5.15). PCR is an important tool for diagnostic 
testing in clinical microbiology laboratories and widely 
used to diagnose infection caused by microbes such as 
the hepatitis viruses (A, B, and C), Chlamydia trachoma-
tis and Neisseria gonorrhoeae (both of which cause sexu-
ally transmitted diseases), HIV-1, and many other bac-
teria and viruses.

tracking Disease-Causing Microorganisms
Scientists also use molecular biology techniques to track 
patterns of disease-causing microbes and the illnesses 
and outbreaks of illnesses they may cause. As you 
know, microbes play important roles in the production 
of dairy products such as yogurts and cheeses. But 
these dairy products are also susceptible to contamina-
tion with pathogenic microorganisms. Information 
about the microbes in milk can be used to determine 

year of ethanol as a biofuel produced from grain. 
The production of biofuels has the potential to  
provide an alternative energy source and reduce 
global warming resulting from the burning of fossil 
fuels. To produce ethanol, alcohol-fermenting 
microbes convert glucose and other sugars in grain 
to ethanol, but this process is not cost-effective or 
efficient. It takes a lot of corn kernels to produce rel-
atively small amounts of ethanol. Although, as you 
will see, cellulosic biomass such as corn stalks is a 
readily available and abundant source of sugars for 
making ethanol, but breaking down glucose from 
cellulose is no simple matter (Chapter 6). The trick is 
to break the cellulose down into individual glucose 
molecules, which can then be used to create ethanol 
by fermentation processes.

Cellulose in the plant cell wall is somewhat resis-
tant to breakdown naturally in the environment. You 
also know that you and I cannot digest cellulose; 
therefore it contributes fiber to out diet. Some tech-
niques use chemical treatments to help loosen the cel-
lulose structure, but these chemicals inhibit many 
microbes that could be used to make ethanol.

Many companies working on alternative energy 
sources consider cellulosic sugars for ethanol production 
as a very sustainable source of biofuels for reducing the 
world’s reliance on fossil fuels. One concept is to create 
biorefineries in which leftover biomass from conven-
tional crops—such as corn husks and stalks, wood waste 
such as chips, saw dusts, and yard clippings—would 
incorporate microbial enzymes to process sugars with 
great efficiency from biomass into fuels. Researchers are 
improving strains of bacteria, such as Zymomonas mobilis, 
to help with this process. Key genes encoding enzymes 
that will convert sugars into ethanol at higher rates than 
yeasts can do have been engineered into these bacteria, 
but their effectiveness in scale-up processes for making 
ethanol is unproven so far.

Recombinant DNA technology is being used to 
produce E. coli with an increased ability to produce 
ethanol, as well as bacteria with an increased ability 
to ferment sugars into ethanol by alcohol fermenta-
tion. Others have genetically engineered E. coli to 
secrete cellulose-degrading enzymes. In addition, 
major bioprospecting efforts are ongoing around 
the world to identify bacteria and algae that pro-
duce useful enzymes—enzymes that could help to 
process biomass into fuel. Later, we will briefly dis-
cuss how bioremediation approaches are investigat-
ing the use of microbes to degrade components in 
sediments as a way of generating energy (Chapter 
9). Although the future potential of biofuels is 
unclear, it is expected that research over the next 
few years will result in significant improvements in 
biofuel production.
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In the next section, we provide a brief glimpse of 
biological agents that can pose a threat as weapons 
and discuss how biotechnology can be used to detect 
and combat bioterrorism.

5.8 Combating Bioterrorism

The tragic events of September 11, 2001, were the most 
catastrophic attacks of terrorism on American soil. In 
the weeks that followed these horrific tragedies, Amer-
ica and the world were also served notice of a bioterror-
ism threat when letters contaminated with dried pow-
der spores of the bacterium Bacillus anthracis were 

the quality of milk and milk spoilage. Bacterial contam-
ination of food is a significant problem worldwide. You 
have probably heard of the bacterium Salmonella, which 
can contaminate meats, poultry, and eggs. Salmonella 
can infect the human intestinal tract causing serious 
diarrhea and vomiting, symptoms commonly called 
food poisoning.

After successfully responding to a 1993 outbreak 
of meat contaminated with E. coli, the Centers for 
Disease Control and Prevention (CDC) and the 
U.S. Department of Agriculture created a network of 
DNA-detecting laboratories to expand its coverage and 
boost its response time. This network, called PulseNet, 
enables biologists, using DNA fingerprinting approaches, 
to rapidly identify microbes involved in a public health 
condition. Results can be compared with a database to 
identify outbreaks of microbes in contaminated foods 
and to decide how to respond so that a minimal num-
ber of people are affected.

Approximately 76 million cases of food-borne dis-
ease due to microbes occur in the United States each 
year, causing well over 300,000 hospitalizations and 
approximately 5,000 deaths. In the United States alone, 
the E. coli strain O157:H7 causes close to 20,000 cases 
of food poisoning each year. This infectious strain is 
lethal. PulseNet now monitors E. coli O157, Salmonella, 
Shigella, and Listeria, and many non-food-borne dis-
eases such as tuberculosis.

Microarrays for Tracking  
Contagious Diseases
Microarrays have created new approaches for detect-
ing and identifying pathogens and for examining host 
responses to infectious diseases. For example, microar-
ray pioneer Affymetrics Inc. has developed the SARS-
CoV GeneChip, which contains approximately 30,000 
probes representing the entire viral genome for the 
coronavirus that causes severe acute respiratory 
syndrome (SARS). The SARS virus is a highly conta-
gious respiratory virus that has infected approximately 
9,000 people and killed nearly 900 since it was first 
detected in November 2002. Similar chips are being 
used to detect the flu strains H1N1 and H5N1, which 
we discussed previously.

Microarray approaches are also being used to study 
gene expression changes that occur when an organism 
is infected with a pathogen (Figure 5.16), providing a 
“signature” for infection by a particular organism. 
With these chips, patterns of genes that are stimulated 
or inhibited by a pathogen can be analyzed as a hall-
mark signature unique to that particular pathogen. 
Notice how the three pathogens used in Figure 5.16 
stimulate different sets of genes in mice.

Identify host-response signatures to different pathogens

N. meningitidis E. coliSARS 

N. meningitidis E. coliSARS

G
en

es

Figure 5.16 Host-response gene expression Signa-
tures for Pathogen identification In this animal model, 
mice were infected with Neisseria meningitidis (the bacterium 
that causes meningitis), SARS, or E. coli, and microarray anal-
ysis was carried out to examine changes in gene expression 
following infection by each pathogen. In this example, 
actively expressed genes are shown as light spots. Notice how 
each pathogen activates a specific subset of genes (circled), 
creating a gene expression “signature” that researchers can 
use to identify the infecting pathogen.
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ever, the potential for a bioterrorism attack is real and 
of significant concern.

Even though thousands of different organisms 
that infect humans are potential choices as bioweap-
ons, most experts believe that only a dozen or so 
organisms could feasibly be cultured, refined, and used 
in bioterrorism (Table 5.5). These agents include bac-
teria such as Bacillus anthracis, the gram-positive bacil-
lus that causes anthrax, and deadly viruses such as 
smallpox and Ebola (Figure 5.17). The possibility that 

mailed to two senators, other legislators, and members 
of the press. Toxic proteins from B. anthracis cause sig-
nificant damage to cells of the skin, respiratory tract, 
and gastrointestinal tract, depending on how a person is 
exposed to the microbe. As a result of this anthrax 
exposure, 5 people died and another 22 people became 
ill. These events raised our awareness that bioterrorism 
activities could cause devastating harm should biologi-
cal agents be released in large quantities. Bioterrorism 
is broadly defined as the use of biological materials as 
weapons to harm humans or the animals and plants we 
depend on for food. Biotechnology by its very definition 
is designed to improve the quality of life for humans 
and other organisms. Unfortunately, bioterrorism rep-
resents a most extreme abuse of living organisms.

Bioterrorism has been a legitimate concern for 
centuries. In the fourteenth century, bodies of 
bubonic plague victims were used to spread the bacte-
rium Yersinia pestis, which caused bubonic plague dur-
ing wars in Russia and other countries. This subse-
quently played a part in causing the Black Death 
pandemic that ravaged Europe. Early European set-
tlers of the New World spread measles, smallpox, and 
influenza to Native Americans. Although the intro-
duction of these diseases may not have been inten-
tional, it led to the deaths of hundreds of thousands of 
Native Americans because they had virtually no 
immunity to these pathogens. Between 1990 and 
1995, aerosols of toxins from the bacterium Clostrid-
ium botulinum were released at crowded sites in down-
town Tokyo, Japan, although no infections resulted 
from these attempts. In the last few decades, many 
other lesser known and, fortunately, unsuccessful 
incidents have occurred around the world.

Microbes as Bioweapons
New strains of infectious and potentially deadly 
pathogens are evolving every day all around the 
world. The threat posed by these disease-causing 
microorganisms, which could be used as bioweapons, 
may conjure images of science fiction novels; how-
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Figure 5.17 Deadly Microbes as  
Bioweapons Potential bioweapons might 
include the organisms that cause anthrax 
(Bacillus anthracis, left) and plague  
(Yersinia pestis, right).

You DeCiDe

Should pathogen genome 
Sequences remain in 
public Databases?

Science as a process relies on scientists sharing data 
and information through presentations at confer-
ences, in publications, and via Web resources such as 
databases. Now that genomes have been completed 
for many human pathogens—such as those that cause 
cholera, anthrax, meningitis, and smallpox—there 
has been considerable debate about whether genome 
sequences for potential bioweapon microbes should 
be publicly available in DNA databases. Media reports 
on this subject raise concern that terrorists could use 
such sequence data to develop recombinant proteins 
for pathogen toxins as a way to produce bioweap-
ons. Others have suggested that terrorists could use 
genome data to make more effective “superweapon” 
pathogens resistant to existing vaccines and drugs. 
However, many genome scientists have spoken 
in favor of keeping pathogen sequences in public 
databases, citing the importance of open access to 
information and claiming that there is so much that 
we don’t understand about the genomes of these 
pathogens that no human health threat is posed by 
making their sequences available. What do you think? 
Should pathogen genome sequences remain in public 
databases? You decide.
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gather at the same time. Experts, however, have had a 
poor track record of predicting where and how such 
acts might occur. At best, we can speculate that there 
may be many different potential ways to deliver a bio-
weapon to injure or kill humans. Bioterrorists are 
most likely to use a limited number of approaches to 
achieve quick and effective results. Widespread appli-
cation of most agents might occur via some type of 
aerosol release in which small particles of the bio-
weapon are released into the air and inhaled. The 
aerosol could be created by grinding the bioweapon 
into a fine powder and producing a “silent bomb” that 
would release a cloud of the bioweapon into the air. 
This aerosol cloud would be gas-like, colorless, odor-
less, and tasteless. Such a silent attack could go unde-
tected for several days. If exposed to a biological agent, 
in the days following an attack, a few people might 
develop early symptoms, which physicians might mis-
diagnose, or their symptoms might closely resemble 
common illnesses. Meanwhile, if the biological agent 
could be spread from human to human, larger num-
bers of people in other states and even other countries 
would become infected as infected individuals traveled 
from place to place and spread their illness. Experts 

unknown organisms could be used as bioweapons is 
disquieting because they would probably be very diffi-
cult to detect and neutralize. However, a little-known 
microbe would probably be difficult to deliver as a bio-
weapon.

As a bioweapon, smallpox, which is a disease 
caused by the variola virus, is of concern for several 
reasons. Virtually all humans are susceptible to small-
pox infection because widespread vaccination stopped 
over 20 years ago, when the last case of confirmed 
smallpox was reported. At that time the WHO declared 
the disease to be eradicated throughout the world, in 
large part as a result of vaccines. Recent outbreaks of a 
monkey smallpox strain, however, may revive small-
pox as a concern. Following the anthrax events of 
2001, based on concern about the use of smallpox as a 
bioweapon, the U.S. government started to work with 
biotechnology companies to mass-produce and stock-
pile supplies of smallpox vaccines.

targets of Bioterrorism
Antibioterrorism experts expect that bioterrorists will 
target cities or events where large numbers of humans 

Agent Disease threat and Common Symptoms

Brucella (bacteria) Different strains of Brucella infect livestock such as cattle and goats. They 
can cause brucellosis in animals and humans. Prolonged fever and leth-
argy are common symptoms. The disease can be mild or life-threatening.

Bacillus anthracis (bacterium) Anthrax. Skin form (cutaneous) produces skin-surface lesions that are 
generally treatable. Inhalation anthrax initially produces flu-like symp-
toms leading to pulmonary pneumonia, which is usually fatal.

Clostridium botulinum (bacterium) Botulism. Caused by ingestion of food contaminated with C. botulinum 
or its toxins. Varying degrees of paralysis of the muscular system cre-
ated by botulinum toxins are typical. Respiratory paralysis and cardiac 
arrest often cause death.

Ebola virus or Marburg virus Both are highly virulent viruses that cause hemorrhagic fever. Symp-
toms include severe fever, muscle/joint pain, and bleeding disorders.

Francisella tularensis (bacterium) Tularemia. Lung inflammation can cause respiratory failure, shock, and 
death.

Influenza viruses (a large, highly contagious group) Influenza (flu). Severity and outcome depend largely on the strain of 
the virus.

Rickettsia (several bacteria strains) Different strains cause diseases such as Rocky Mountain spotted fever 
and typhus.

Variola virus Smallpox. Chills, high fever, backache, headache, and skin lesions.

Yersinia pestis (bacterium) Bubonic plague. High fever, headache, painful swelling of lymph nodes, 
shock, circulatory collapse, organ failure, and death within days after 
infection in a majority of cases.

tABLe 5.5 potentiAL BioLogiCAL WeAponS
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tities of vaccines and drugs to treat or protect Ameri-
cans from bioweapons. Even with increased budgets, 
new laws, and international treaties, no measures can 
guarantee that bioterrorism will never occur or that 
we would be able to detect and protect people against 
illness from such an attack if it were to occur. World-
wide efforts to prevent bioterrorism are essential, but 
how could biotechnology help to detect bioweapons 
and respond to an attack if it did occur?

Field tests are an essential step in the detection of 
an attack. Some field tests involve antibody-based 
tests such as ELISAs to determine whether pathogens, 
or specific molecules from a pathogen, are present in 
an air or water sample. Such units were put in place 
around the Pentagon during the anthrax scare of 
2001, the Gulf War, and the wars in Afghanistan and 
Iraq. These units draw in air and use antibodies to 
detect pathogens in the air. This technique is flawed 
because many of these instruments are not very sensi-
tive and cannot detect small quantities of a pathogen. 
In fact, these sensors have been known to detect 
harmless microbes that live naturally in the environ-
ment. Newer, more sensitive biosensors must be 
developed. Similar detection tests using PCR have 
been developed.

Variations of protein-based assays include rapid 
handheld immunoassays developed by U.S. Navy 
scientists and protein microarrays used by the 
military to detect airborne pathogens such as 
anthrax spores and the smallpox virus (Figure 5.18). 
Designed for use in lab settings or even quick diag-

also suspect that biological agents might be delivered 
by crop-duster planes or disseminated into water 
supplies.

In addition to the direct threat to humans, experts 
are concerned with preventing bioweapon attacks that 
could cause severe damage to crops, food animals, and 
other food supplies (see Table 5.6). Not only could 
such an attack affect human health, but this approach 
could also cripple the agricultural economy of a coun-
try if food animals such as cows were infected. If there 
were general concerns about the safety of beef and 
milk, many consumers would likely shy away from 
buying these products for fear of contamination.

using Biotechnology Against Bioweapons
As was evident during the anthrax incidents of 2001, 
the United States is generally unprepared for an attack 
with biological weapons. Numerous agencies including 
the American Society for Microbiology, the USDA, the 
CDC, the Department of Health and Human Services, 
and Congress have worked to develop legislation for 
minimizing the dangers of bioterrorism and respond-
ing to possible strikes. For instance, the U.S. Postal 
Service has implemented technologies for sanitizing 
mail by using x-rays or ultraviolet light.

In 2004, the U.S. federal government appropriated 
approximately $6 billion to be spent over 10 years to 
combat biological and chemical terrorism through an 
initiative called Project BioShield. A main goal of 
BioShield is to develop and purchase substantial quan-
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Figure 5.18 protein Microarrays for Detecting Bioweapon pathogens
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biotic ciprofloxacin (Cipro) was in high demand 
during the anthrax threats of 2001.

An unfortunate reality is that somewhere in this 
world, someone may be working to plan an attack 
with biological weapons. Will we be prepared?

nostic tests in field settings (some field-based micro-
arrays use diamond-coated surfaces that make them 
particularly durable), these arrays detect whole 
pathogens or pathogen components such as pro-
teins or spores.

Emergency response teams and cleanup crews 
will also be called to action to evaluate the extent 
of contamination and determine appropriate 
cleanup procedures based on the bioweapon 
released (Figure 5.19). Should an attack occur, 
treatment drugs such as antibiotics will be needed. 
Countries must build a stockpile of drugs and vac-
cines that can be widely distributed to large num-
bers of people if necessary. The basic problem with 
vaccines is that they must be administered before 
exposure to bioweapons in order to be effective—
giving them to infected individuals after an attack 
is useless. Since 2001, the CDC has increased the 
U.S. stockpile of smallpox vaccine. Mandatory vac-
cination of certain military personnel and a volun-
tary campaign to vaccinate health care workers and 
those first responders most likely to come in con-
tact with the virus was also instituted. However, 
even drugs and vaccines may be ineffective if a bio-
terrorist attack involves organisms that have been 
engineered against most conventional treatments 
or if an unknown organism is used as the bio-
weapon. For instance, you may recall that the anti-

Disease target/Vector Agent

Animal diseases

Foot-and-mouth disease Livestock Foot-and-mouth virus

African swine fever virus Pigs African swine fever

plant diseases

Stem rust for cereals (fungus) Oat, barley, wheat Puccinia spp.

Southern corn leaf blight (fungus) Corn Bipolaris maydis

Rice blast (fungus) Rice Pyricularia grisea

Potato blight (fungus) Potato Phytophthora infestans

Citrus canker (bacterium) Citrus Xanthomonas axonopodis pv. citri

Zoonoses

Brucellosis (bacterium) Livestock Brucella melitensis

Japanese encephalitis (flavivirus) Mosquitoes Japanese encephalitis virus

Cutaneous anthrax (bacterium) Livestock Bacillus anthracis

tABLe 5.6 potentiAL BioLogiCAL pAthogenS For A BioWeAponS AttACK on FooD SourCeS

Source: Gilmore, R. (2004): U.S. Food Safety Under Siege? Nature Biotechnology, 22: 1503–1504.

Figure 5.19 Battling Bioterrorism Hazardous material 
workers from the U.S. Coast Guard decontaminate a coworker 
after working inside the Hart Senate Office Building to clean 
the building of anthrax spores during the anthrax attacks  
in 2001. Battling bioterrorism will require the coordinated 
efforts of many individuals, from scientists, physicians,  
and politicians to emergency response teams and cleanup 
personnel.
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 2. Describe how yeasts differ from bacteria and 
describe the role(s) of yeast in at least two impor-
tant biotechnology applications.

 3. During what step of the calcium chloride transfor-
mation procedure does DNA bind to cells? What 
step in this procedure causes DNA to enter cells? 
Describe several advantages of electroporation over 
the calcium chloride procedure for transformation.

 4. Discuss the four major ways in which vaccines 
can be made to fight a virus or bacterium, and 
describe how each vaccine works.

 5. Why are anaerobic microbes important for mak-
ing many foods?

 6. If you were interested in producing a sweet-tasting 
wine with low alcohol content, explain how you 
might attempt to control the oxygen concentration 
in your bioreactor to achieve the desired results.

 7. If you were in charge of protecting citizens from 
a bioterrorism attack, what biotechnology strate-
gies would you consider for monitoring infectious 
agents? Do you think that vaccination against 
a bioweapon such as the Variola vaccinia virus, 
which causes smallpox, should be mandatory for 

MAKing A DiFFerenCe
For over 80 years antibiotics isolated from bacteria or anti-
biotics synthesized on the basis of antimicrobial products 
of bacteria have had a significant impact on successfully 
treating infections in humans, pets, livestock, and other 
animals and limiting the spread of infectious microbes 
around the world. There is no question that antibiotics as a 
biotechnology product have made a major difference in im-
proving our quality of life when it comes to combating dis-
ease. There are also examples where overuse of antibiotics 
is causing health concerns in individuals on long-term an-
tibiotic treatments, and such use can also lead to new strains 
of antibiotic-resistant microbes. Thus bioprospecting con-
tinues in our war against infection, as biotechnology com-
panies continue to seek novel antibiotics from microbes.

QueStionS & ACtiVitieS

Answers can be found in Appendix 1.

 1. Explain how prokaryotic cell structure differs 
from eukaryotic cell structure by describing at 
least three structural differences. Provide specific 
examples of how prokaryotic cells have served 
important roles in biotechnology.

Microbial biotechnology research and de-
velopment provides opportunities for all 
education levels. Even though advanced 

degrees are more common for upper-level positions, 
people with bachelor’s degrees hold a significant number 
of positions. Owing to the wide variety of products, 
companies look for people with backgrounds in all areas 
of biology (molecular biology, protein biochemistry, mi-
crobiology, bioengineering, and chemical engineering). 
These people will design the product and determine how 
to test it for identification, efficacy, and potency. The 
biologists and engineers in these groups will develop 
methods of production on a small scale that can then 
be used for large-scale production, such as the batch 
culturing of recombinant microbes in fermenters.

Strict regulation in the biotech industry necessitates 
that manufacturing be a very precise process. Thus 
well-trained manufacturing personnel, who can have a 
variety of educational backgrounds from high school 
to bachelor’s degrees, are needed. Companies typi-
cally train personnel for these positions themselves. 
Quality-control personnel test products and conduct 
tests on process samples to ensure that the products 

are produced properly. They collect and test a variety of 
samples ranging from water and culture media to chemi-
cal raw materials and final products. Educational back-
ground again can vary from a high school education to a 
bachelor’s degree. Often companies provide training for 
personnel, but for the more advanced analytical proce-
dures, individuals with an understanding of and experi-
ence with bioanalytical methods (e.g., high-performance 
liquid chromatography [HPLC], gel analysis, blotting 
techniques, and PCR) will have an advantage.

Quality-assurance personnel are charged with ensuring 
that products are made according to strict guidelines. 
They review the manufacturing process record (batch 
record) before and after manufacturing; they not only 
must remain current with regulations and be the liaison 
with the FDA and other regulatory agencies but must also 
be familiar enough with the production process to serve 
in this position. A background and understanding of mi-
crobiology is very helpful, but an interest in legal matters 
and regulations and good writing skills are also essential.

Source: Contributed by Daniel B. Rudolph (Process Engineer, 
Lonza Group LTD, Baltimore, MD).

CAreer proFiLe

Microbial Biotechnology offers Many Career options
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all citizens even if the vaccine causes life-threat-
ening side effects in some people?

 8. How can information gained from studying 
microbial genomes be used in microbial biotech-
nology? Provide three examples.

 9. Search the FDA website (http://www.fda.gov/) and 
the CDC website (http://www.cdc.gov/) to deter-
mine (1) which influenza strains are approved for 
vaccine development for the year, (2) which com-
panies have been approved to manufacture the 
vaccine, and (3) how many doses of the vaccine 
will be prepared.

 10. We have become accustomed to being vaccinated 
against pathogens such as those that cause mea-
sles and polio. However, some states are working 
on proposals to require the administration of the 
human papillomavirus vaccine (Gardasil), against 
the sexually transmitted human papillomavirus, 
to all teen girls. What do you think about this 
proposal? Should such vaccination be required? 
What does this proposal presume about teen sex-
ual activity? This is the most expensive vaccine in 

Visit www.pearsonhighered.com/biotechnology 
To download learning objectives, chapter summary, 
“Keeping Current” web links, glossary, flashcards, 
references, and jpegs of figures from this chapter.

history (~$360 for three doses). If such a program 
becomes mandatory, should it be subsidized by 
state or federal governments?

 11. What is a fusion protein and how can it be used to 
isolate a recombinant protein of interest?

 12. Name three therapeutic recombinant proteins 
produced in bacteria and explain what they are 
used for.

 13. Most vaccines are designed to be preventative or 
prophylactic. What does this mean?

 14. What is metagenomics? In your answer provide 
an example of why metagenomics projects can be 
valuable.

http://www.fda.gov/
http://www.cdc.gov/
www.pearsonhighered.com/biotechnology


Plant Biotechnology
After completing this chapter, you 
should be able to:
■ Describe the impact of 

biotechnology on the agricultural 
industry.

■ Discuss the limitations of 
conventional crossbreeding 
techniques as a means of 
developing new plant products.

■ Explain why plants are suitable for 
genetic engineering.

■ List and describe several methods 
used in plant transgenesis, 
including protoplast fusion, the 
leaf fragment technique, and gene 
guns.

■ Describe the use of Agrobacterium 
and the Ti plasmid as a gene 
vector.

■ Define antisense technology and 
give an example of its use in plant 
biotechnology.

■ List some genetically engineered 
crops.

■ Outline the environmental 
impacts, both pro and con, of 
biotechnologically enhanced 
crops.

■ Describe the phytochemical 
opportunities in plant 
biotechnology.

■ Outline several ways in which 
biotechnology has the potential 
to reduce hunger and malnutrition 
around the world.

6
C h A P t e r

Bioengineered plants being evaluated for quality control at a plant biotech-
nology company.
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the movement of regulated organisms by certifying com-
panies through the new Biotechnology Quality Manage-
ment Service (BQMS). A company that qualifies for BQMS 
certification can overcome many of the expensive barri-
ers to marketing GE crops by testing the effectiveness of 
transgenic plants in the field and focusing on products 
that are safe, affordable, and driven by public need. The 
future of plant biotechnology is brighter with changes 
that make producing genetically engineered crops less ex-
pensive and improve consumer perceptions of new crops.

6.1  the Future of Agriculture: 
Plant transgenics

Over the past 40 years, the world population has 
nearly doubled while the amount of land available for 
agriculture has increased by a scant 10%. Yet we still 
live in a world of comparative abundance. In fact, 
world food production per person has increased 25% 
over the past 40 years. How has it been possible to feed 
so many people with only a marginal increase in avail-
able land? Most of that improved productivity has 
depended on crossbreeding methods developed hun-
dreds of years ago to provide animals and plants with 
specific traits. Recently, however, the development of 
new, more productive crops has been accelerated by 
the direct transfer of genes, as shown in Figure 6.1.

The red juicy tomatoes on sale at the grocery store 
are a true feat of engineering. Countless genera-
tions of selective breeding have transformed a 

puny acidic berry into the delicious fruit we know 
today. In the last few decades, conventional hybridiza-
tion (by cross-pollination) has produced tomatoes that 
are easy to grow, quick to ripen, and resistant to dis-
ease. Pioneering efforts in biotechnological research 
have created tomatoes that can stay on store shelves 
longer without losing flavor. The future holds the pos-
sibility of an even more amazing transformation for the 
tomato: it, and other foods, could someday supplement 
or possibly replace inoculation as a means of vaccina-
tion against human disease. For example, researchers 
have successfully vaccinated volunteer patients against 
Norwalk virus in clinical trials by having them eat 
transgenic potatoes that express the vaccine.

In this chapter, we will consider the role of bio-
technology in agriculture. First, we’ll survey the indus-
try to clarify the motives driving biotech research and 
development. We will then look more closely at the 
specific methods used to exchange genes in plants, 
including how bioengineering can protect crops from 
disease, reduce the need for pesticides, and improve 
the nutritional value of foods. Next, we’ll examine the 
future of plant-based biotechnology products, from 
pharmaceuticals to petroleum alternatives. Finally, 
we’ll consider the environmental and health concerns 
surrounding plant biotechnology.

ForeCAsting the Future
The transfer of genes to plants has been firmly established 
as a reliable method to meet the need of future genera-
tions for food and energy. Fourteen million farmers in 25 
countries currently benefit from genetically engineered 
(GE) crops, according to the International Service for the 
Acquisition of Agri-biotech Applications (ISAAA). There 
are limitations, however, to the entry of new plants to 
the market, and only a small number of crops have done 
so. These limitations are due in part to the fact that most 
of the thousands of existing patents for transgenic plants 
are held by only three companies: Syngenta, Monsanto, 
and DuPont. The high royalty fees and restrictions these 
companies have in place make the costs of developing 
crops based on these patents prohibitive for most farmers 
and researchers. This has led several biotech companies 
to develop their own novel gene transfer methods, and 
now nonprofit research groups such as the Public Sector 
Intellectual Property Research for Agriculture (PIPRA) are 
involved. The Animal and Plant Health Inspection Service 
(APHIS) of the U.S. Department of Agriculture (USDA) is 
also assisting. They have launched a pilot program to im-
prove compliance with APHIS field trials and restricted 

Figure 6.1 total Acres of Biotech Crops grown in 2009  
Between 1996 and 2009, more than 2.3 billion acres of biotech 
crops were successfully grown as a result of approximately 
70 million repeat decisions by farmers to grow these crops. Almost 
93% (13 million) of the 14 million farmers growing biotech 
crops in 2009 were small and resource-poor, living and working 
in developing countries such as China, India, the Philippines, 
and South Africa. In terms of total acreage of biotech crops 
planted, the developed world (with its larger farms) planted 
40% of the acreage, while developing countries accounted for 
60%. 2009 is the latest year for which figures are available.
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research. In any case, it is unlikely that the revolution 
in agricultural biotechnology will stop. Protests or not, 
biotechnology plant products will play a key role in 
our society. The next section describes the methods 
used to create new agricultural products.

6.2  Methods used in Plant  
transgenesis

Genetic manipulation of plants is not new. Ever since 
the birth of agriculture, farmers have selected for 
plants with desired traits. Since then, technologies 
have been ever evolving to meet the world’s increas-
ing world for agricultural products.

Conventional selective Breeding  
and hybridization
Even though careful crossbreeding has continued to 
improve plants through the millennia—giving us 
larger corn cobs, juicier apples, and a host of other 
modernized crops—the methods of classic plant 
breeding are slow and uncertain. Creating a plant 
with desired characteristics requires facilitating a 
sexual cross between two different plant lines and 
repeated backcrossing between the hybrid plant’s 
offspring and one of the original parent plants. Iso-
lating a desired trait in this fashion can take years. 
For instance, Luther Burbank’s development of the 
white blackberry involved 65,000 unsuccessful 
crosses. In fact, plants from different species gener-
ally do not hybridize, so a genetic trait cannot be iso-
lated and refined unless it already exists in a plant 
strain.

Transferring genes by crossing plants is not the 
only traditional way to create plants with desirable 
features. Polyploids (multiple chromosome sets 
greater than normal, usually more than 2N or one set 
of chromosomes from each parent) plants have been 
used for many years as a means to increase desirable 
traits (especially the size) of many crops including 
watermelons, sweet potatoes, bananas, strawberries, 
and wheat. The utilization of the drug colchicine 
(which keeps a cell from dividing after it has double 
chromosomes) followed by hybridization is a means 
of introducing commercially important features of 
related species into potentially new cultivated crops 
(refer to Figure 6.2). This process results in hybrid 
plants where whole chromosome sets, rather than 
single genes, from related plants can be transferred. 
The additional chromosomes often produce plants 
that produce fruits and vegetable much larger than 
native wild varieties.

Plant transgenesis (the direct transfer of genes 
to plants) permits innovations that are impossible to 
achieve with conventional hybridization methods. A 
few developments that have significant commercial 
potential are plants that produce their own pesti-
cides, plants that are resistant to herbicides, and 
even bioproducts like plant vaccines and biofuels. 
Because producing transgenic plant proteins is rela-
tively easy and the quality of the proteins is reason-
ably good, the prospects for future research and 
development in these areas look especially bright. 
For example, through classic breeding, the average 
strength of cotton fibers has been steadily increasing 
by about 1.5% per year. Biotechnology has dramati-
cally accelerated this pace. By inserting a single 
gene, the strength of one major upland cotton vari-
ety was increased by 60%.

The prevalence of transgenic crops in world agri-
culture is on the rise. In 2005, the billionth acre was 
planted, and only 2 years later, in 2007, the second 
billionth was planted. Although the transgenic revo-
lution began in the United States and other devel-
oped nations and the United States still dominates 
the market, other countries have continued to add 
transgenic crops in recent years. In 2008, some 13.3 
million farmers in 25 countries planted transgenic 
crops—90% of them in developed countries—but 
just a year later, in 2009, world farmers planted 173 
million acres of soybeans (70% of the total planted), 
40 million acres of corn (40% of the total planted), 
25 million acres of cotton (10% of the total planted), 
and 15 million acres of canola (5% of the total 
planted). To these staple crops, herbicide-resistant 
sugar beets were added in the United States and 
Canada in 2009 (59% of the beet crop was trans-
genic in its first year). New biotech crops such as 
alfalfa, wheat, and potatoes will come to the market 
within 10 years, as well as high-oleic-acid soybeans 
and vitamin A–enriched rice. Beyond foods and feed 
crops, plant-produced vaccines and bioplastics as 
well as enhanced phytoremediation plants will reach 
the market in the next 10 years (see Chapter 9).

Although food crops are only one aspect of bio-
technology’s impact, they have been the focus of con-
siderable controversy worldwide. On the one hand, 
hunger continues to plague much of the world. This 
reality is a compelling argument for the rapid devel-
opment of more productive and nutritious crops. On 
the other, some sectors are concerned that experi-
mentation could be harmful to the environment and 
human health.

The debate is far from over. To develop an 
informed opinion, decision makers must understand 
the science behind these new products, analyze the 
products themselves, and be knowledgeable about the 
regulations that exist to monitor biotechnology 
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Cloning: growing Plants from single Cells
Plant cells are different from animal cells in many 
ways, but one characteristic of plant cells is especially 
important to biotechnology: many types of plants 
can regenerate from a single cell. The resulting plant 
is a genetic replica—or clone—of the parent cell. 
Animals can be cloned too, of course, but the process 
is more complicated. (Chapter 7 discusses animal 
cloning in detail.) This natural ability of plant cells 
has made them ideal for genetic research. After new 
genetic material is introduced into a plant cell, the 
cell rapidly produces a mature plant, and the 
researcher can see the results of the genetic modifi-
cation in a relatively short time. Next we consider 
some of the methods used to insert genetic informa-
tion into plant cells.

Protoplast fusion
When a plant is injured, a mass of cells called a callus 
may grow over the site of the wound. Callus cells 
have the capability to redifferentiate into shoots 
and roots, and a whole flowering plant can be pro-
duced at the site of the injury. You may have taken 
advantage of this capability if you have ever 
“cloned” a favorite house plant by rooting a cut-
ting.

The natural potential of these cells to be repro-
grammed makes them ideal candidates for genetic 
manipulation. Like any plant cells, however, callus 
cells are surrounded by a thick wall of cellulose, a 
barrier that hampers any uptake of new DNA. For-
tunately the cell wall can be dissolved with the 
enzyme cellulase, leaving a denuded cell called a 
protoplast. The protoplast can be fused with 
another protoplast from a different species, creating 
a cell that can grow into a hybrid plant. This 
method, called protoplast fusion, as shown in 
Figure 6.2, has been used to create broccoflower, a 
fusion of broccoli and cauliflower, as well as other 
novel plants.

Leaf fragment technique
Genetic transfer occurs naturally in plants in 
response to some pathogenic organisms. For 
instance, a wound can be infected by a soil bacte-
rium called Agrobacterium tumefaciens (recently reclas-
sified as Rhizobium radiobacter by genome analysis, 
but the name Agrobactor is still in common usage; we 
use it throughout our discussion). This bacterium 
contains a large circular double-stranded DNA mole-
cule called a plasmid, which triggers an uncontrolled 
growth of cells (tumor) in the plant. For this reason, 
it is known as a tumor-inducing (TI) plasmid. The 
resulting tumor is known as crown gall. If you have 

Figure 6.2 Protoplast Fusion and regeneration of a 
hybrid Plant After dissecting a plant leaf, it is possible to 
create protoplasts by digesting the cell wall with the enzyme 
cellulase. To create a hybrid plant, protoplasts from different 
plants are fused by culturing them in a sterile medium that 
stimulates shoots (cytokinin) and roots (auxin).
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bundle of DNA. Whether they target the nucleus or 
the chloroplast, researchers must be able to identify 
the cells that have incorporated the new DNA. In one 
common approach, they combine the gene of interest 
with a gene that makes the cell resistant to certain 
antibiotics. This gene is called a marker gene or 
reporter gene. After firing the gene gun, the research-
ers collect the cells and try to grow them in a medium 
that contains a specific antibiotic. Only the genetically 
transformed cells will survive. The antibiotic-resistant 
gene can then be removed before the cells grow into 
mature plants, if the researcher so desires (for a more 
detailed explanation of gene markers, see Chapter 5).

Chloroplast engineering
The chloroplast can be an inviting target for bioengi-
neers. Unlike the DNA in a cell’s nucleus, the DNA in a 

ever seen a swelling on a tree or rose bush, you may 
have seen Agrobacter’s effects (see Figure 6.3).

The bacterial plasmid gives biotechnologists an 
ideal vehicle for transferring DNA. To put that vehicle 
to use, researchers often employ the leaf fragment 
technique. In this method, small discs are cut from a 
leaf. When the fragments begin to regenerate, they are 
cultured briefly in a medium containing genetically 
modified Agrobacter, as shown in Figure 6.4. During 
this exposure, the DNA from the TI plasmid integrates 
with the DNA of the host cell, and the genetic payload 
is delivered. The leaf discs are then treated with plant 
hormones to stimulate shoot and root development 
before the new plants are planted in soil.

The major limitation to this process is that Agrobac-
ter cannot infect monocotyledonous plants (plants 
that grow from a single seed embryo) such as corn and 
wheat. Dicotyledonous plants (plants that grow from 
two seed halves)—such as tomatoes, potatoes, apples, 
and soybeans—are all good candidates for the process, 
however.

gene guns
Instead of relying on a microbial vehicle, researchers 
can use a gene gun to literally blast tiny metal beads 
coated with DNA into an embryonic plant cell, as 
shown in Figure 6.5. The process is rather hit or 
miss—and more than a little messy—but some of the 
plant cells will adopt the new DNA.

Gene guns are typically used to shoot DNA into 
the nucleus of a plant cell, but they can also be aimed 
at the chloroplast, the part of the cell that contains 
chlorophyll. Plants have between 10 and 100 chloro-
plasts per cell, and each chloroplast contains its own 

Figure 6.3 Process of Crown gall Formation The Ti plas-
mid of Agrobacter causes “crown galls” in susceptible plants. 
Through genetic engineering, it is possible to silence the 
tumor-inducing genes and insert desirable genes into the  
plasmid, making it a vector for gene transfer.
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Antisense technology

Recall the tomato. It is red, juicy, and tasty—and 
extremely perishable. When picked ripe, most toma-
toes will turn to mush within days. But the Flavr Savr 
tomato, introduced in 1994 after years of experimen-
tation, stayed ripe and fresh for weeks. The Flavr Savr 
tomato was the first genetically modified food 
approved by the U.S. Food and Drug Administration 

chloroplast can accept several new genes at once. Also, 
a high percentage of genes inserted into the chloro-
plast will remain active when the plant matures. 
Another advantage is that the DNA in the chloroplast 
is completely separate from the DNA released in a 
plant’s pollen. When chloroplasts are genetically mod-
ified, there is no chance that transformed genes will be 
carried on the wind to distant crops. This process is 
shown in Figure 6.6, on page 164.
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Figure 6.5 gene guns The “bullets” of the gene gun (a) are tungsten beads  
1 micrometer in diameter. (b) DNA is coated on the surfaces of the beads and fired  
from guns with velocities of about 430 meters per second. The targets can include  
suspensions of embryonic cells, intact leaves, and soft seed kernels.
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used to produce a complementary copy of itself, and 
transferred back to the original cells using Agrobacter as 
a vector organism.

Ripe tomatoes normally produce the enzyme 
polygalacturonase (or PG), a chemical substance that 
digests pectin in the wall of the plant. This digestion 
induces the normal decay that is part of the natural 
plant cycle. The gene that encodes PG was identified, 
removed from plant cells, and used to produce a 
complementary copy of itself. Using Agrobacter as a 
vector, the gene was then transferred into tomato 
cells. Once in the cell, the gene encoded an mRNA 
molecule (antisense molecule) that united anti-
sense RNA with and inactivated (complementary 
sequence) the normal mRNA molecule (the sense 
molecule) for PG production. With the normal mRNA 
inactivated, no PG is produced, no pectin is digested, 
and natural “rotting” is slowed. This process is shown 
in Figure 6.7.

(FDA) and, although it was not an economic success 
and is no longer available, it is common to find other 
varieties of genetically modified food, including toma-
toes, on the market today. These foods were developed 
using antisense technology, in which a gene that 
encodes for a specific trait is removed from plant cells, 

Figure 6.6 Old versus New Method for Cloning Multiple 
genes into Plants In the past, when more than one gene 
was to be expressed, two plants—each with its own inserted 
gene—had to be produced. (a) Standard crossing by pollen 
transfer was required to produce the hybrid plant. (b) Now it is 
possible to insert more than one gene by stacking them in the 
chloroplast DNA.
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Figure 6.7 One of the First Commercial Transgenic Plant 
Products Tomatoes that rot only slowly are produced by first 
isolating the gene that encodes polygalacturonase. This gene 
encodes normal (sense) mRNA, which is translated into PG. After 
inducing it to produce a cDNA (complementary DNA) counter-
part, it is possible to insert the PG into a vector for transfer to 
tomatoes (see Chapter 3). Transgenic plants with the new insert 
will produce PG mRNA and antisense mRNA, canceling the pro-
duction of PG. This slows the rotting process and produces a 
tomato that will last for about 3 weeks after ripening.
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gene produces a protein found on the surface of the virus 
and, like a vaccine, turns on the plant’s immune system. 
Tobacco plants with this gene are immune to TMV. The 
tomato mosaic virus is similar enough to be stopped by 
this technique. Figure 6.8 shows this process.

gene silencing: An Alternative to 
Antisense technology
We can expect to see more gene silencing advance-
ments in the future. Researchers are working on a 
potato that resists bruising. They have removed a gene 
responsible for producing an enzyme that promotes 
color changes in peeled potatoes. It is a subtle improve-
ment, but market analyses have shown that consum-
ers prefer potatoes that are not bruised by handling. 
Researchers are also working on ways to increase the 
protein content of plants like potatoes by using genes 
from chickens. This improvement in the nutritional 
value of a common food could help many people 
worldwide to get the protein they need in their diets.

A Purdue University researcher has discovered a 
fountain of youth for tomatoes that extends shelf life 
by about a week. He found that by adding a yeast gene, 
he could increase production of a compound that slows 
aging and delays microbial decay in tomatoes. The 
organic compound spermidine is a polyamine found in 
all living cells. Polyamines such as spermidine enhance 
the nutritional and processing quality of tomato fruits. 
Fully ripe tomatoes from those plants, compared with 
nontransgenic plants, last about 8 days longer before 
shriveling. Symptoms of decay associated with fungi 
were delayed by about 3 days.  Shelf life is a major 
problem for any type of produce, especially in coun-
tries such as those in Southeast Asia and Africa, which 
cannot afford controlled-environment storage.

6.3  Practical Applications

Protecting plants from viruses, insects, and weeds 
while improving their nutrition and properties is the 
goal of commercial growers, and biotechnology has 
produced some interesting examples.

Vaccines for Plants
Crops are vulnerable to a wide range of plant viruses. 
Infections can lead to reduced growth rates, poor crop 
yields, and low crop quality. Fortunately farmers can 
protect their crops by stimulating a plant’s natural 
defenses against disease with vaccines. Just like a 
human vaccine for polio, plant vaccines contain dead 
or weakened strains of the plant virus that turn on 
the plant’s version of an immune system, making it 
resistant to the real virus.

Vaccinating an entire field is not easy, but it is no 
longer necessary. Instead of injecting the vaccine, the 
vaccine can be encoded in a plant’s DNA. For example, 
researchers have recently inserted a gene from the 
tobacco mosaic virus (TMV) into tobacco plants. The 

Figure 6.8 Plant Vaccines Transgenic plants expressing 
the TMV coat protein (CP) were produced by Agrobacterium-
mediated gene transfer. When the generated plants expressing 
the viral CP were infected with TMV, they exhibited increased 
resistance to infection. Whereas control plants developed 
symptoms in 3 to 4 days, transgenic CP-expressing plants 
resisted infection for 30 days.
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inevitably get dusted with a lethal amount of pollen. 
Some of the monarchs that survive the exposure may 
then be unfit for their long migrations. On the whole, 
however, concerns that genetically altered corn could 
devastate monarchs seem to have been disproven: 
after 2 years of study, the Agricultural Research Ser-
vice (a division of the USDA) announced in 2002 that 
Bt toxin posed little risk to monarch butterflies in real-
world situations.

herbicide resistance
Traditional weed killers have a fundamental flaw: 
they often kill desirable plants along with weeds. 
Today, biotechnology allows farmers to use herbicides 
without threatening their livelihood. Crops can be 

Genetic vaccines have already proven themselves 
in a wide variety of crops. The development of disease-
resistant plants has revitalized the once-ravaged 
papaya industry in Hawaii. In addition, disease and 
pest-resistant strains of potatoes offer many advan-
tages to both growers and consumers.

genetic Pesticides
For the last 50 years, many farmers have relied on a 
natural bacterial pesticide to prevent insect damage to 
crops. Bacillus thuringiensis (Bt) produces a crystallized 
protein that kills harmful insects and their larvae. The 
crystalline protein (from the Cry gene) breaks down 
the cementing substance that fuses the lining cells of 
the digestive tract in certain insects. Insects subjected 
to this protein die in a short time from “autodigestion.” 
The Cry gene causing this event is the subject of an 
expanding market of “insect-resistant” genetically 
engineered plants. By spreading spores of the bacte-
rium across their fields, farmers can protect their crops 
without using harmful chemicals.

Now, instead of spreading the bacterium directly 
across their fields, farmers can grow plants contain-
ing Bt genes. Plants that contain the gene for the Bt 
toxin have a built-in defense. This biotechnologically 
enhanced pesticide has been successfully introduced 
into a wide range of plants, including tobacco, toma-
toes, corn, and cotton. In fact, most soybean seeds 
planted today contain the gene for Bt toxin, which 
effectively kills cotton-infesting insects. Bt with its 
insecticidal protein is shown in Figure 6.9a.

The widespread use of the Bt gene is one of the 
most remarkable success stories in biotechnology. It is 
also one of the biggest sources of controversy. Cornell 
researchers conducted a laboratory experiment in 
1999 suggesting that the pollen produced by bioengi-
neered corn could be deadly to monarch butterflies. 
The results were expected. Researchers had known 
for years that, in large doses, the toxin naturally pro-
duced by B. thuringiensis could be harmful to butter-
flies. Still, the report set off a firestorm of controversy. 
It was the first tangible evidence that genetically 
altered food could harm the environment, and the 
monarch butterfly quickly became the unofficial mas-
cot of opponents of genetic engineering.

When researchers took their experiments out of 
the laboratory and into the field, many of their concerns 
quickly faded. Several studies found that few butter-
flies in the real world would be exposed to enough 
pollen to cause any harm. In fact, butterflies are 
unlikely to ingest toxic amounts of pollen even if they 
feed on milkweed plants less than 1 meter from the 
typical field of genetically modified corn. Still, scien-
tists speculate that a small percentage of butterflies will 

Figure 6.9 Bt with Crystal of insecticidal Protein Fig-
ure (a) shows the crystalline protein as a crystal within the 
Bacillus thuringiensis bacterium. Genetically engineered plants 
expressing the Cry gene are “insect resistant” owing to the 
production of a small amount of this bacterial protein. Insect 
larvae (b) that would normally consume plant tissue will die if 
they consume the crystalline protein (Cry gene product).
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Since 1996, the high usage of transgenic glyphosphate-
resistant crops in the Americas has led to exclusive use 
of glyphosphate for weed control over very large 
areas.

Unfortunately, in regions where transgenic 
glyphosphate-resistant crops dominate, glyphosphate-
resistant populations of damaging weed species have 
now evolved. A single-site mutation of a proline 
amino acid at position 101 in EPSPS has been impli-
cated in these glyphosate-resistant weeds, which 
have been found in the United States, Argentina, 
and Brazil. As more transgenic glyphosphate-resis-
tant crops are planted over the next few years, it is 
anticipated that other glyphosphate-resistant weed 
species will evolve. In response to this development, 

genetically engineered to be resistant to common her-
bicides such as glyphosphate. This herbicide works 
by blocking the enzyme EPSPS, which functions in a 
biochemical pathway responsible for the synthesis of 
aromatic amino acids and other compounds vital to 
plant growth and survival. Through bioengineering, 
scientists have created transgenic crops that produce 
an alternative enzyme that is not affected by glyphos-
phate, meaning that weeds are susceptible while 
desirable plants are not. This approach has been espe-
cially successful in soybeans. Most soybeans grown 
today contain herbicide-resistant genes. The process is 
shown in Figure 6.10. Glyphosphate is currently the 
world’s most widely used herbicide, effectively con-
trolling of a wide group of unwanted plant species. 

Figure 6.10 engineering Herbicide-resistant Plants Glyphosphate is a compound 
that blocks a key enzyme in plant protein synthesis. Plants sprayed with this compound 
(e.g., Roundup) will die because a key enzyme is blocked. Genetically engineered plants 
that express an alternative gene (EPSPS) can bypass this blockage with an enzyme that 
uses an alternative chemical pathway. Transferring the TDNA vector (from Agrobacter) 
with the EPSPS gene (from bacteria) to plants and activating the promoter (with the 
help of a chloroplast-targeting sequence) can lead to incorporation of the EPSPS gene in 
the plants, making them resistant to the glyphosphate. This process has been used in 
many commercial plant varieties, making them herbicide-resistant and allowing the 
grower to spray susceptible weeds and resistant plants (and substituting glyphosphate 
for more harmful herbicides).
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$36 million to support Golden Rice, GM cassava, sor-
ghum, and bananas.

the Future of Plant Biotechnology in 
Pharmacology
Recall that plants can be ideal protein factories (Chap-
ter 4). A single field of a transgenic crop can produce a 
large amount of commercially valuable protein. At this 
time, transgenic corn has the highest protein yield per 
invested dollar of any bioreactor organism. The possi-
bilities are practically endless.

In the not-so-distant future, farmers will grow 
human medicine along with their crops. It is already 
possible to harvest human growth hormone from 
transgenic tobacco plants. Plants can also manufacture 
vaccines for humans, as we’ve seen. Edible vaccines 
can be produced by introducing a gene for a subunit of 
the virus or bacterium. The plant expresses this pro-
tein subunit, and it is eaten with the plant. When the 
subunit antigen enters the bloodstream, the immune 
system produces antibodies against it, providing 
immunity. The need for inexpensive vaccines that do 
not require refrigeration was first voiced by the World 
Health Organization in the early 1990s and has 
resulted in studies of vaccines in bananas, potatoes, 
tomatoes, lettuce, rice, wheat, soybeans, and corn. 
Researchers at Cornell University have recently cre-
ated tomatoes and bananas that produce a human vac-
cine against the viral infection hepatitis B. Researchers 
are actively studying the tomato as another source of 
pharmaceuticals. Through engineering of the chloro-
plast (abundant in green tomatoes), scientists hope to 
create an edible source of vaccines and antibodies, as 
shown in Table 6.1.

Plants express a wide range of chemical com-
pounds called phytochemicals, and biotechnologists 
are converting plants into small-scale factories to 
produce chemicals useful to human health. Biotech-
nology can alter the production of complex technical 
therapeutic proteins via plant pathways, with exam-
ples including antibodies, blood products, cytokines, 
growth factors, hormones, and recombinant enzymes. 
This “molecular farming” will likely bring several 
products to market in the near future with applica-
tions to the treatment of diseases and conditions such 
as cystic fibrosis, non-Hodgkin’s lymphoma, hepatitis, 
Norwalk virus, rabies, and a range of gastrointestinal 
illnesses.

Rather than growing human or animal cells on 
expensive nutrient-rich media, biopharmers insert 
genes into the cell of plants and the plants do the 
work of transcribing and folding the protein. Since 
plants can be grown in larger quantities than cell cul-
tures, they can offer a much greater volume of prod-

Monsanto has added a broad-spectrum weed killer to 
reduce the development of resistant weeds. Future 
use of glyphosphate-resistant plants will require engi-
neering to combat this event. Other companies are at 
work on similar products to combat glyphosphate-
resistant weeds. Glyphosphate is considered essential 
for present and future world food production, and 
any action to secure its sustainability has become a 
global imperative.

Farmers who plant herbicide-resistant crops are 
generally able to control weeds with chemicals that are 
milder and more environmentally friendly than typical 
herbicides. This development is significant because, 
before the advent of resistant crops, U.S. cotton farm-
ers spent $300 million per year on harsh chemicals to 
spray on their fields, exclusive of the large cost in 
human manual labor necessary to keep cotton plants 
weed-free, which is no longer necessary.

enhanced nutrition
Of all the potential benefits of biotechnology, nothing 
is more important than the opportunity to save mil-
lions of people from the crippling effects of malnutri-
tion. One potential weapon against malnutrition is 
Golden Rice—rice that has been genetically modified 
to produce large amounts of beta carotene, a provita-
min that the body converts to vitamin A. According to 
recent estimates, 500,000 children in many parts of 
the world will eventually become blind because of 
vitamin A deficiency. Currently health workers carry 
doses of vitamin A from village to village in an effort to 
prevent blindness. Simply adding this nutrient to the 
food supply would be much more efficient and, in the-
ory, much more effective.

Biotechnology may not, however, be the magic 
bullet that ends malnutrition. Although promising, 
genetically modified foods have their limitations. For 
instance, the provitamin in Golden Rice must dissolve 
in fat before it can be used by the body. Children who 
do not get enough fat in their diets may not be able to 
reap the full benefits of the enriched rice. Some groups 
would like to see more conventional breeding tech-
niques used to combat world hunger. For example, 
although Golden Rice was ready to appear within 2 years 
of its development, no farmers have, as of 2011, yet 
planted the rice, largely because of concerns voiced by 
environmental organizations. These groups endorse 
programs such as Harvest Plus in place of the introduc-
tion of transgenic crops in developing countries. Harvest 
Plus is a collection of 12 crops that aim to boost levels 
of vitamin A, iron, and zinc, and it relies on conven-
tional breeding. However, other groups support trans-
genic crops in these same locations: the Bill and 
Melinda Gates Foundation, for example, is spending 



1696.3 Practical Applications

cultures in disposable plastic bioreactors. Another 
company, Medicago, a U.S. company, is developing flu 
vaccines in tobacco plants (see Figure 6.11 on page 
170) grown in greenhouses. After the plants are trans-
formed by Agrobacter, they produce the necessary pro-
tein shell, which is then harvested and made into a 
vaccine.

The Future of Plant Biotechnology: Fuels
Biofuels (fuels produced from biological products, such 
as plants) can be produced almost anywhere in the 
world from homegrown raw materials and may be an 
important use of plant biotechnology in the future. 
As the need for alternatives to fossil fuels increases, 
the U.S. government is looking toward biotechnology 

uct than a manufacturing plant would. However, 
since the first human-like enzyme was first produced 
in transgenic tobacco plants in 1992 at Virginia Poly-
technic Institute, the biopharma industry has had a 
wave of trials with no approvals. Nevertheless, the 
first plant-based pharmaceutical products may be on 
the market before long.

Protalix, a biotech company in Israel, has FDA 
approval for a drug to treat Gaucher’s disease. The dis-
ease has no cure, but the product in development 
breaks down the accumulating fatty substances, and 
patients would have to take this drug throughout their 
lives. Since there is no other ready supply, the drug 
received fast-track approval (see Chapter 12 for a full 
description of approvals for “orphan” drugs). The drug 
is manufactured by producing proteins from carrot cell 

TaBle 6.1

Source: BIO member survey.

Beneficial Crop Product Traits Crops available Now
Crops That May Be available 
in the Future

Bt crops are protected against insect damage and 
reduce pesticide use. The plants produce a protein—
toxic only to certain insects—found in Bacillus  
thuringiensis.

Corn, cotton, potatoes Sunflower, soybeans, canola, 
wheat, tomatoes

Herbicide-tolerant crops allow farmers to apply a spe-
cific herbicide to control weeds without harm to  
the crop. They give farmers greater flexibility in pest 
management and promote conservation tillage.

Soybeans, cotton, corn, canola, rice Wheat, sugar beets

Disease-resistant crops are armed against destructive 
viral plant disease with the plant equivalent of a  
vaccine.

Sweet potatoes, cassava, rice, corn, 
squash, papaya

Tomatoes, bananas

High-performance cooking oils maintain texture at 
high temperatures, reduce the need for processing, and 
create healthier food products. The oils are either  
high-oleic or low-linoenic types. In the future, there 
will also be high-stearate oils.

Sunflower, peanuts, soybeans

Healthier cooking oils have reduced saturated fat. Soybeans

Delayed-ripening fruits and vegetables have superior 
flavor, color, and texture; are firmer for shipping; and 
stay fresh longer.

Tomatoes Raspberries, strawberries,  
cherries, tomatoes, bananas, 
pineapples

Increased-solids tomatoes have superior taste and 
texture for processed tomato pastes and sauces.

Tomatoes

Nutritionally enhanced foods will offer increased  
levels of nutrients, vitamins, and other healthful  
phytochemicals. Benefits range from helping developing 
nations meet basic dietary requirements and boosting 
disease-fighting and health-promoting foods.

Protein-enhanced sweet pota-
toes and rice; high-vitamin-A 
canola oil; increased antioxi-
dant fruits and vegetables
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line to produce 10 gallons of kernel corn ethanol, 
which represents a relatively modest net gain. For 
this reason biotechnology is needed to convert the 
readily available cellulosic sources into biofuels—
perhaps by developing biofuel-producing organisms—
and thus making this procedure more economically 
viable.

Biofuels from Plant Waste
In the future, there may be other opportunities for 
plants to provide fuels. Specifically, scientists are 
developing methods to capture energy trapped in 
plant wastes. The solar energy captured through 
photosynthesis enables the storage of energy in plant 
cell wall polymers (cellulose, lignin, and hemicellu-
loses in straw, husks, hulls, and trees). This energy 
remains trapped unless plants are burned. Despite 
the increasing use of starch-based ethanol and bio-
diesel, fuel produced from plant by-products has 
been unavailable up to now. If that energy could be 
released, grasses, wood, and crop residues would 
offer the possibility of a renewable, geographically 
distributed source of sugars for conversion to fuel. 
This process would include collection, destruction of 
the cell walls (pretreatment), and conversion of the 
sugars to biofuels.

One such sugar is hemicellulose—a family of poly-
saccharides composed of five- and six-carbon sugars 
fibrils. Lignin is the glue that crosslinks these fibrils to 
provide strength. One challenge in the development of 
plant wastes as fuel has been finding enzymes that can 
function in the high acid conditions needed for the 
pretreatment of hemicellulose in order to break down 
lignin. Research continues; the refineries developed 

to offer solutions. The 2007 Biofuels Initiative increased 
federal funding 60% over the 2006 budget with the 
stated intention of replacing 30% of U.S. current fuel 
with bioethanol by 2030 (see Figure 6.12).

Bioethanol refineries have sprung up all over the 
Midwest (resulting largely from subsidies and incen-
tives) and can be used to convert sugars from any 
cellulosic source. However it takes 7 gallons of gaso-

Figure 6.11 Botanical Biopharming Genetically trans-
formed water plants being transformed to produce pharmaceu-
tical proteins.

Figure 6.12 u.s. energy Policy 
Act of 2005 Calls for 7.5 billion 
gallons of ethanol and biodiesel to be 
added to America’s fuel supply by 2012.
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for bioethanol production from sugars can potentially 
be converted to convert these plant wastes to fuel.

Biofuels from algae
The most recent group of biofuel producers are look-
ing beyond corn and French-fry grease to microscopic 
algae for the next alternative to petroleum. Microal-
gae naturally produce and store lipids (vegetable-like 
oils). If they can be biochemically altered to become 
more efficient, biofuels may result. The U.S. Depart-
ment of Energy (DOE) explored the potential of algae 
prior to 1996, but when crude oil prices dropped from 
$50 to $20 per barrel that year, the DOE lost interest. 
With the passage of the Biofuels Initiative in 2007 and 
the rising cost of crude oil, interest in algae has 
returned. The challenge is to produce at least a million 
gallons of fuel per day. Solazyme, in San Francisco, 
has developed a closed bioreactor system of proprie-
tary algae that eat anything from waste glycerol to 
sugar pulp and produce triacylglycerides and metha-
nol. After chemical modification and concentration, 
the alkanes produced resemble biodiesel. Yields of 
50% to 60% of oil per gram of algal cells are consid-
ered excellent, and Solazyme’s algae are producing 
75% oil per gram of dry weight. This company is the 
first to produce a barrel of microbial fuel oil and is 
confident that the goal of a million gallons of fuel per 
day can eventually be achieved.

6.4  health and environmental 
Concerns

Ever since the inception of transgenic plants, people 
have worried about potentially harmful effects to 
humans and the environment. In an age when “natu-
ral” is often equated with “safe,” these decidedly 
unnatural plants carry an air of danger. Activists have 
staged protests against companies producing geneti-
cally modified plants (GMOs, or genetically modified 
organisms) (see Figure 6.13).

Such fears have the power to shake up an indus-
try. In 2000, potato-processing plants in the Northwest 
stopped buying genetically modified potatoes. There 
was never any sign that these potatoes—engineered to 
be pest-resistant—were inferior or dangerous. They 
looked and tasted just like non–genetically modified 
potatoes, and farmers did not need to use gallons of 
chemicals to get them to grow. They were able to sur-
vive aphids and potato bugs but not the tide of public 
opinion (see Figure 6.14).

What are some opponents of plant biotechnology 
saying, and what are some of the other points of view? 
What are the pros and cons of GMO crop production?

Figure 6.13 A Parade in Boston Protesting genetically 
Modified Food at the 2000 Bio Conference

Figure 6.14 Comparison of resources for Production of 
gMo and traditionally grown Potatoes Considerably more 
raw materials and energy are expended in the production and 
application of this insecticide compared with having insecti-
cidal genes in the plant itself.

Traditional seed potatoes

Comparative resources from
planting to harvest

Insect-resistant
GM potatoes

•  2,500 lbs of waste
•  150,000 gallons of fuel to
 transport product
•  5,000,000 lbs of formulated product
•  180,000 containers
•  4,000,000 lbs of raw material
•  Energy from 1,500 barrels of oil
•  3,800,000 lbs of inerts
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modified food on the grocery shelf are very small. In 
fact, biotechnology may someday help prevent allergy-
related deaths. Researchers are now working to pro-
duce peanuts that lack the proteins that can trigger 
violent allergic reactions.

Allergies are not the only concern. Some scientists 
have speculated that the antibiotic-resistant genes 
used as markers in some transgenic plants could spread 
to disease-causing bacteria in humans. In theory, these 
bacteria would then become harder to treat. Fortu-
nately bacteria do not regularly scavenge genes from 
our food. According to a recent report in the journal 
Science, there is only a “minuscule” chance that an 
antibiotic-resistant gene could ever pass from a plant 
to bacterium. Furthermore, many bacteria have 
already evolved antibiotic-resistant genes.

If you scan the antibiotechnology literature, you’ll 
see many more accusations. Headlines such as “Fran-
kenfoods may cause cancer” are common. To this 
date, however, science has not supported any of these 
concerns. The National Academy of Sciences recently 
reported that the transgenic food crops on the market 
today are perfectly safe for human consumption.

Concerns about the environment
Recall from the section on genetic pesticides that 
recent studies have put to rest fears that bioengineered 
corn could kill large numbers of monarch butterflies. 
However, worries about the environment have not 
disappeared. For one thing, genetic enhancement of 
crops could lead to new breeds of so-called super-
weeds. Just as genes for antibiotic resistance could the-
oretically spread from plants to bacteria, genes for pest 
or herbicide resistance could potentially spread to 
weeds. Because many crops—including squash, 
canola, and sunflowers—are close relatives to weeds, 
crossbreeding occasionally occurs, allowing the genes 
from one plant to mix with the genes of another. At 
this time, however, few experts predict any sort of 
explosion of genetically enhanced weeds. Further 
studies are needed to gauge the full extent of this 
threat and develop ways to minimize the risk.

The potential ecological hazards of biotechnologi-
cally enhanced crops must be weighed against the 
clearly established benefits. First and foremost, bio-
technology can dramatically reduce the use of chemi-
cal pesticides, as seen in Figure 6.14. One of the key 
environmental benefits of biotech crops is the reduc-
tion in insecticide and herbicide applications to crops. 
In countries where biotech crops have been planted, 
pesticide use on four biotech crops—soybeans, corn, 
cotton, and canola—has fallen by 791 million pounds 
per year. (8.8%). This has resulted in a 17.2% reduc-
tion in the associated environmental impact.

Concerns about human health
Every plant contains DNA. Whenever you munch a 
carrot or a bite into a slice of bread, you’re eating more 
than a few genes. Opponents of genetic engineering 
have nothing against genes per se. Instead, they fear 
the effects of foreign genes, bits of DNA that would not 
naturally be found in the plant. A 1996 report in the 
New England Journal of Medicine seemed to confirm at 
least some of those fears. The study found that soy-
beans containing a gene from the Brazil nut could trig-
ger an allergic reaction in people who were sensitive to 
Brazil nuts. Because of this discovery, this type of 
transgenic soybean never made it to market.

We can look at this incident in two different ways. 
Opponents say that this case of the soybean clearly 
demonstrates the pitfalls of biotechnology. They envi-
sion many scenarios where novel proteins trigger dan-
gerous reactions in unsuspecting customers. Supporters 
see it as a success story: the system detected the 
unusual threat before it ever reached the public.

At this time, most experts agree that genetically 
modified foods are unlikely to cause widespread aller-
gic reactions. According to a recent report from the 
American Medical Association, very few proteins have 
the potential to trigger allergic reactions, and most of 
them are already well known to scientists. The odds of 
an unknown allergen “sneaking” into a genetically 

Researchers know that a gene has been 
transferred to a plant cell because 
antibiotic-resistant genes (for example, 

kanamycin antibiotic resistance) are usually used as 
“reporters” for commercial plant engineering. They 
allow only those transformed plant cells that can live on 
the antibiotic medium to be selected. The presence of 
antibiotic genes (and small amounts of antibiotics) in 
plants has caused some public concern. However, we 
know that it is possible to remove specific genes after 
transformation and selection because four scientists at 
Rockefeller University have developed the process. It 
involves the use of a promoter that can be activated to 
stimulate excision through naturally existing mecha-
nisms in the plant embryo or plant organ tissue after 
the antibiotic selection for the transformed cells has 
occurred (see Chapter 3 to learn more about the specific 
scientific tools used in the process described above).

excision of reporter genes

tooLs oF the trADe
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Forests of genetically altered trees could pull bil-
lions of tons of carbon from the atmosphere each year 
and reduce global warming, according to researchers 
at Lawrence Berkeley National Laboratory and Oak 
Ridge National Laboratory. They claim that it might be 
possible to alter trees genetically so that they would 
send more carbon into their roots, keeping it out of 
circulation for centuries. These innovations could sub-
stantially boost the amount of carbon that vegetation 
naturally extracts from air. This change would require 
a modification of the current regulatory climate for 
producing genetically engineered trees in the United 
States and require a change in societal perceptions of 
the issues surrounding the use of genetically altered 
organisms. The potential exists, but the implementa-
tion depends on greater acceptance of genetically 
modified organisms in our environment.

On the whole, biotechnology does not seem to be 
taking us to the brink of ecological disaster and may 
actually offer some solutions to environmental prob-
lems. Indeed, the National Academy of Sciences 
recently reported that biotechnologically enhanced 
crops pose no greater environmental threat than tradi-
tional crops.

regulations
Biotechnology is not a lawless frontier. As we have 
already seen, several different agencies regulate the 
production and marketing of genetically modified 
foods. The FDA regulates foods on the market, the 

USDA oversees growing practices, and the EPA con-
trols the use of Bt proteins and other so-called pesti-
cides. The approach of these agencies has changed 
over the years, especially in the case of the FDA, but 
they are actively involved in approving plant crops. 
(Chapter 12 discusses the regulation of plant biotech-
nology in much greater detail.)

As early as 1992, at the beginning of the biotech-
nology revolution—the FDA announced that geneti-
cally altered food products would be regulated by the 
same tough standards applied to regular foods—noth-
ing more, nothing less. Even though they were not 
bound by law, food companies voluntarily consulted 
with the FDA before marketing any product. In 2001, 
the agency adopted a stricter, more formal approach. 
Under these rules, companies must notify the FDA at 
least 120 days before a genetically altered food reaches 
the market. The manufacturer must also provide evi-
dence that the new product is no more dangerous 
than the food it replaces. The determining factor for 
plant-based foods or products will be the attitude of 
consumers. The Center for Food Safety and the Gro-
cery Manufacturers Association and Food Products 
Association have informed the USDA of their “strong 
opposition to the use of food crops to produce plant 
manufactured pharmaceuticals in the absence of con-
trols and procedures that assure essentially 100% of 
the food supply.” There are many nonfood plants and 
contained-growth plant systems that will satisfy this 
concern, and no manufacturer has violated these rules 
to date.

You DeCiDe

the starLink episode
In 2000, traces of genetically modified 

StarLink corn turned up in taco shells sold in grocery stores. 
Intended for animal consumption, the corn contained the 
gene for herbicide resistance, which breaks down in the 
soil or the stomach of cattle. On the surface, this news 
was not shocking. Many processed foods on market shelves 
contain genetically altered corn or soybean products. This 
particular type of corn, however, had never been approved 
for human consumption because of lingering concerns over 
potential allergic reactions. The Environmental Protection 
Agency (EPA)—the agency that regulates the use of all 
pesticides—had approved StarLink only for animal feed and 
industrial use. The discovery of StarLink corn in the food 
supply triggered a massive recall of potentially “tainted” 
products. Soon after the recall, Aventis, the company that 

produced StarLink, struck a deal with the EPA and agreed to 
stop planting the corn.

Had this “unapproved pesticide” really done any harm? 
The Centers for Disease Control and Prevention (CDC) 
took immediate steps to find out. A handful of people 
had complained of allergic-type reactions after eating the 
genetically altered corn, and the CDC investigated each 
case closely. A total of 28 people were found to have had 
symptoms consistent with an allergic reaction. However, 
blood tests showed that none of these people were sensi-
tive to the Bt protein.

How should this episode have been handled? Was the 
public adequately protected from harm? Did the govern-
ment overreact? What is the best balance between regula-
tions and commercial interests? You decide.
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 3. What are some of the consumer benefits from 
agricultural biotechnology?

 4. What are the grower benefits from agricultural 
biotechnology?

 5 Are biotechnologically enhanced crops labeled?

 6. Will insect-protected crops promote the develop-
ment of insect resistance?

 7. How do you know that there will not be any 
long-term consequences to humans or animals 
from the consumption of food or feed that con-
tains products from biotechnologically enhanced 
plants?

 8. Under what circumstances are gene guns pri-
marily used as the means to transfer genes into 
plants?

 9. Golden Rice has been responsible for saving many 
lives and preventing disease in children born in 
developing countries. How much has this technol-
ogy cost these countries?

10. Explain how gene stacks can be used to produce 
insect-resistant plants through biotechnology.

MAking A DiFFerenCe
The use of petroleum fuels has led to a number of environ-
mental problems, including global warming. The move to 
commercialize plant- and algae-based biofuels is providing a 
potential solution to this problem. One company, Eco Solu-
tion, is attempting to increase oil production from microalgae 
through stress. Eco Solution claims that “natural evolution” 
improves oil production by selecting among genetic variants. 
Algae normally produce some oil for buoyancy and as a food 
reserve, and they use CO2 for photosynthesis. The biomass 
resulting from harvesting the algae can also be used for meth-
ane production. Other companies are utilizing other organ-
isms to produce biofuels, like the Jatropa plant from Central 
America. SG Biofuels has tested the oil from this plant and 
found that it burns hotter and produces fewer emissions as a 
jet fuel than petroleum-based jet fuel. The problems of plant 
production, fuel extraction, and environmental concerns can 
be solved by people with the skills and knowledge needed to 
spur the development of biotechnology.

Questions & ACtiVities

Answers can be found in Appendix 1.

 1. How do you detect whether the crops that you 
eat, say corn or soybeans, have been enhanced 
through biotechnology?

 2. What are the environmental benefits from agri-
cultural biotechnology?

Visit www.pearsonhighered.com/biotechnology 
To download learning objectives, chapter summary, 
“Keeping Current” web links, glossary, flashcards, and 
jpegs of figures from this chapter.

CAreer ProFiLe

Agriculturists in the twenty-first century 
must understand genetic engineering 
(and the associated regulations), botany, 

statistics, chemistry, and global imaging systems. In 
other words, the labor-intensive agriculture industry that 
we know today will require the tools of science. American 
farmers and ranchers have already embraced technology, 
allowing them to become the most efficient producers in 
the world. Education is the key to the decision making 
that will ultimately decide the quantity and quality of 
food and fiber available to the world. A national study 
sponsored by the USDA and Purdue University projected 
about 58,000 job openings per year in the field of 

agricultural science, considerably more than the available 
number of college graduates in agriculture.

Agricultural biotechnology is one of the newest appli-
cations of biotechnology, with industries interested in 
employees with skills in biotechnology and agriculture. 
The ability to continue to produce the food needed to 
feed a human population that is doubling every 45 years 
from about 2% of the total land surface of the world 
cannot occur without advancements in technology, and 
biotechnology has delivered the most change to agricul-
ture in the last decade. Agricultural biotechnology has 
a great future for those willing to develop the needed 
skills.

today’s Agriculturalist

www.pearsonhighered.com/biotechnology
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Animal Biotechnology
After completing this chapter, you 
should be able to:

■ List some of the medical advances 
made using animal research 
models.

■ Explain how an animal is chosen 
as a model for drug studies.

■ Describe two alternatives to the 
use of animal models and discuss 
their limitations.

■ Discuss some of the ethical concerns 
surrounding animal research.

■ Outline the process used to clone 
an animal.

■ Discuss some of the limitations to 
current animal cloning practices.

■ List some biological products that 
can be produced using transgenic 
animals as bioreactors.

■ Explain how knockout and 
knock-in animals can be used to 
provide information about genetic 
disorders and other diseases.

■ Describe the process used to 
create monoclonal antibodies from 
hybridomas.

C h A p t e r

7

through biotechnology, pigs may become a source of human organs.
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Dolly looked like a sheep and acted like a sheep, 
but Dolly was not just any sheep. She spent con-
siderable time in front of television cameras because 

she was a clone: an identical twin animal engineered 
from a donor cell.

Some people feel uneasy seeing the words animal 
and engineering in the same sentence. For them, the 
words conjure up images of legless cows or featherless 
chickens. But biotechnologists are not in the business 
of creating bizarre new animals. Genetically engineered 
animals are used to develop new medical treatments, 
improve our food supply, and enhance our understand-
ing of all animals, including humans. Animals can also 
be used for purposes that may seem inhumane and 
unethical, but government regulations have largely 
prevented the widespread introduction of such contro-
versial practices.

Animals offer biotechnological opportunities, but 
they also present many tough scientific and ethical 
challenges. Researchers who successfully meet those 
challenges have the potential to make important con-
tributions to science and society. For example, animal 
health products generated over $17.4 billion in 2005, a 
figure that reached $21.7 billion worldwide in 2010. 
Thus, veterinary health products benefit to both human 
and nonhuman animals.

This chapter reviews many aspects of animal bio-
technology. We begin by looking at the use of animals 
in research and then visit some of the issues at the cut-
ting edge of biotechnology: cloning, transgenics, and 
the use of animals as bioreactors.

ForeCasting the Future
Health care costs are spiraling out of control, with no 
easy remedy in sight. One way to help reduce costs is 
to expand the offerings of vaccines to prevent disease. 
Every dollar invested in vaccination returns between $7 
and $20 in averted health care costs. These savings have 
been made more obvious by the success of human pap-
illomavirus vaccine (Gardisil), against the virus causing 
cervical cancer, and the H1N1 swine flu vaccine. Although 
vaccines accounted for only 2% of the world pharmaceuti-
cal market in 2009, their growth is expected to outpace 
the broader drug market in the future. The biotech in-
dustry sees the opportunity in vaccine development and 
is researching the potential of using veterinary products 
for human health vaccines. A form of total color blind-
ness (congenital achromatopsis) was recently cured in 
dogs by Andrias Komaromy, using gene therapy, at the 
Penn School of Veterinary Medicine (University of Penn-
sylvania). Achromatopsis is a rare inherited disorder that 
occurs in 1 in every 30,000 to 50,000 people. The devel-
opment of a vaccine for these individuals could now be 
possible as a result of the veterinary treatment’s success. 

There are other veterinary products that have potential 
for human health care application and health care cost 
savings.

7.1 animals in research

The white mouse is an icon of scientific research; along 
with the lab coat and microscope, it represents the 
business of discovery. Although animals have been 
central to research methods for decades, their use is 
controversial. Next, we explore the role of animals in 
research and the resulting issues.

Why use animals in research?
Research using animals has been key to most medical 
breakthroughs in the past century. Without question, 
such research has prevented much human suffering. 
Here are a few examples:

■ Without the polio vaccine, which was developed 
using animals, thousands of children and adults 
would die or suffer debilitating side effects from 
the disease each year.

■ Without dialysis, which was tested on animals, 
tens of thousands of patients suffering from end-
stage kidney disease would die.

■ Without cataract surgery techniques, which were 
perfected on animals, more than a million people 
would lose sight in at least one eye this year.

Animal research has also directly benefited animal 
health:

■ Biotechnology has developed 111 USDA-approved 
veterinary biologics that treat heartworm, arthritis, 
parasites, allergies, and heart disease.

■ Research on animals has also led to vaccines that 
veterinarians use daily to prevent rabies and feline 
HIV.

You might wonder why testing on cells in vitro 
(cells cultured outside the body) would not be suffi-
cient. The answer is that new drugs and medical pro-
cedures have effects beyond single cells in tissues and 
organs and must be tested in animals to determine the 
impact of the treatment on an entire organism. For 
example, a drug may be a powerful agent able to kill 
cancer cells, but it may also be destructive to unrelated 
organs.

One drug with unexpected side effects is finaste-
ride (Propecia), which is used to encourage hair growth. 
It carries a clear warning that pregnant women should 
not handle broken or crushed pills. That warning and 
a special protective coating on the pills themselves are 
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the direct result of information collected during testing 
on animal subjects. Those tests revealed serious birth 
defects (malformations of the reproductive organs) in 
male offspring born to animal mothers given large oral 
doses of the drug. Even though merely handling the 
pills is unlikely to result in similar defects in human 
infants, the warnings were put in place before the drug 
was marketed. In this case, experiments using animal 
subjects helped to prevent unexpected disasters. Thanks 
to animal testing, pregnant women are never given the 
drug.

Types of Animals Used in Research
The differences between mice and humans are obvious, 
but there are many genetic and physiologic similarities 
between the two. For this reason, research conducted 
on mice—or other animals, for that matter—can tell us 
much about ourselves (Figure 7.1). The animals used 
most often in research are pure-bred mice and rats (of 
which the genetics are known and controlled), but 
other species are also used. Researchers have devel-
oped model animal systems using both vertebrates 
(zebrafish) and invertebrates (fruit flies) and worms. 
The tiny zebrafish (Brachydanio rerio), an extremely 
valuable research animal, is a popular and hardy 
aquarium fish (Figure 7.2).

Zebrafish are small (adult length is 3 cm, about the 
length of a paper clip), making it possible to house large 
numbers of animals in small spaces. Spawning is virtu-
ally continuous by this active warm-water fish, with 
only about 3 months between generations. The average 
number of progeny per female per week can exceed 200. 
Zebrafish eggs complete embryogenesis (early organ 
development) in about 120 hours; the gut, liver, and 
kidneys are developed in the first 48 to 72 hours. 
Because the fish grow so rapidly, scientists can test for 

toxicity or adverse effects in about 5 days. If a drug is 
toxic to a zebrafish, it is probably toxic to humans.

Zebrafish are ideal for studies of development 
and for genetic research. The rapid growth of an eas-
ily visible embryo inside the zebrafish’s egg, as seen 
in Figure 7.2a, makes studies efficient. The eggs lend 
themselves readily to gene transfer, there is no need to 
place eggs inside a donor mother for gestation, and the 
embryos are transparent, making it possible to study 
cell division under the microscope in its first hours.

Rats are superior to mice for many early drug tox-
icity tests because of their physiology and more human-
like responses to drugs. In addition, the relatively large 
size of rats facilitates surgical and physiologic experi-
mentation. This is particularly important in studies 
that require dissection or isolation of specific cell types 
and organ structures, as is the case with pharmacoki-
netics, which is the study of how drugs interact with 
tissues and how they are metabolized. This, combined 
with the fact that most toxicology data have been col-
lected in the rat, has made them the preferred model 
organism for determining drug metabolism and early 
toxicology profiles.

Granulocytes

Lymphocytes

Myeloid cells

Immune System
Destroyed

Immune System
is Replaced

8-12
weeks

Transfer stem cells from
human cord blood

FigURe 7.1 Mice Tell Us about Ourselves Here, after the 
immune system of a developing mouse is destroyed, it can be 
replaced by injecting human stem cells. In this way it is possi-
ble to study therapies for humans using mice as models.

(a)

4914507004
Fig 7.3a

Eye

Tail

(b)

4914507005
Fig 7.3b

FigURe 7.2 Zebrafish Are Commonly Used in Animal 
Research Zebrafish are fast-growing alternatives to other ani-
mals for gene studies and toxicity analyses. After transplanting 
genes into their embryos (a) it becomes possible to study 
developmental changes (like blood vessel growth) before the 
fish become adults (b). The transparent embryos, fast growth 
rate, and ease of study of zebrafish make them common animal 
models for testing.
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of trials on cell cultures as well as trials in live animals 
and human research participants before such products 
can be made available to the general public.

If initial tests on cell cultures indicate dangerous 
levels of toxicity, the product is never tested on live 
animals. The choice of animal to test is usually deter-
mined by its genetic similarity to humans or potential 
to mimic conditions in humans. Two or more species 
are used in the tests because different effects may be 
revealed in different animals. Toxicity and unexpected 
nontarget effects can often be detected by using more 
than one species with genes homologous to those of 
humans. The rate of absorption, specific chemical metab-
olism, and time required to excrete (eliminate from the 
body) the substance can all be examined in animal 
models. If significant problems are detected in the 
animal tests, human research participants are never 
recruited to participate in trials. Although they are rare, 
unintended results can occur; participants are informed 
of this potential as a requirement of informed consent.

Alternatives to the Use of Animals
Whenever possible, researchers use cell cultures and 
computer-generated models in initial testing. Both of 
these tools are significantly less expensive than research 
animals and can save time as well.

There are times when mice, fish, or rats are not 
the best test animals. For example, the lung and car-
diovascular systems of dogs are similar to those of 
humans, making dogs a better choice for the study of 
heart disease and lung disorders. HIV/AIDS research is 
conducted on monkeys and chimpanzees because they 
are the only known animals that share humans’ vul-
nerability to the virus. Although cats, dogs, and pri-
mates like monkeys and chimps are used in specific 
instances when their particular biology is important 
to research, they make up less than 1% of the total 
number of research animals (the majority are mice). In 
addition, the number of those animals used in experi-
ments has been declining for the past 20 years because 
of the increased use and availability of alternative meth-
ods of testing, which we will discuss shortly.

Regulations in Animal Research
According to regulations enforced by the U.S. Food and 
Drug Administration (FDA), new drugs, medical pro-
cedures, and even cosmetic products must pass safety 
tests before they can be marketed. Safety testing involves 
a rigorous scientific methodology known as phase 
testing, as illustrated in Table 7.1.

As part of phase testing, the FDA requires manu-
facturers to conduct a statistically significant number 

TAble 7.1 Food And dRUg AdminisTRATion ReqUiRed TesTing phAses FoR dRUg AppRovAl

FDA Phase testing involves the use of animals for pre-clinical testing before allowed in humans. If the new drug candidate has 
proven to be non-toxic and has benefit, then it can be awarded and Investigational New Drug (IND)status. If it is successful in 
the three phases of human testing it can receive a New Drug Application (NDA) and likely approval for marketing. The FDA 
continues evaluating the NDA for another 2.5 years, resulting a total of about 12 years for a successful drug approval.

preclinical 
Testing

 
phase i

 
phase ii

 
phase iii

 
FdA

 
phase iv

Years 3.5 1 2 3 2.5 12 
total

Tested on Animals in 
the lab

20–80 
healthy  
volunteers

100–300 
patient  
volunteers

1,000–3,000 
patient volun-
teers

purpose Assess 
safety and 
biological 
activity

File 
IND 
at 
FDA

Determine 
safety and 
dosage

Evaluate 
effectiveness 
and look for 
side effects

Verify  
effectiveness, 
monitor adverse 
reactions from 
long-term use

File 
NDA 
at 
FDA

Review  
process/
approval

Additional 
testing after 
approval 
required by 
FDA

success rate 5,000  
compounds 
evaluated

5 enter trials 1 approved

Source: www.fda.gov/cder/handbook/develop.htm

www.fda.gov/cder/handbook/develop.htm


7.1 Animals in Research 179

employ animals. They also must select the most appro-
priate species and devise a plan for using as few ani-
mals as possible. An oversight committee with the host 
institution reviews the research while it is in progress 
to make certain that institutional and federal standards 
are being upheld. Government agencies regularly 
monitor the conditions in the laboratories. To receive 
funding for research from the National Institutes of 
Health (NIH), the FDA, or the Centers for Disease 
Control and Prevention, researchers must follow the 
standards of care set out in The Guide for the Care and 
Use of Laboratory Animals, formulated by the National 
Academy of Sciences. Given the cost of research, the 
availability of grant monies from those agencies can 
be essential; thus most institutions are eager to follow 
the guidelines. Researchers are tasked with achieving 
the “Three Rs” of animal research (see Chapter 12 for 
more on regulations pertaining to animal use in bio-
technology):

■ Reduce the number of higher species (cats, dogs, 
primates) that are used

■ Replace animals with alternative models whenever 
possible

■ Refine tests and experiments to ensure the most 
humane conditions possible

veterinary Medicine: Benefits for 
humans and Animals
Not all animal research is conducted in laboratories for 
the sole benefit of humans. Veterinarians, who devote 
their lives to the care of animals, also participate in 
research. Research at veterinary clinics has led to new 
cancer treatments for pets. Because animal and human 

As mentioned earlier, cell culture studies are often 
used as a preliminary screen to check on the toxicity of 
substances. In addition, fundamental questions about 
biology are often best answered by collecting evidence 
at the cellular level. Clues about which compounds 
might make the best drugs are often the result of in 
vitro research (see Figure 7.3). But, as already noted, 
cell cultures cannot provide information about the 
potential impacts on an entire living organism.

Computers are also used to simulate specific 
molecular and chemical structures and their interac-
tions. Computer models are becoming increasingly 
sophisticated, but computers are limited by their pro-
gramming. They can provide clues, but they cannot 
provide final answers. Unless we already know the 
impact on a living system, we cannot create a com-
puter program that can simulate that system. Comput-
ers are excellent for processing data and helping us to 
see the patterns that emerge, but they cannot react 
unless we have programmed them to do so. However, 
they can reduce animal usage in research. For exam-
ple, a computer model to test the efficiency of finaste-
ride would have resulted in a clear message that it was 
a good drug; the computer model could not be 
expected to address the problem of unexpected birth 
defects because programmers would not have known 
in advance of possible side effects.

regulation of Animal research
Animal research is heavily regulated. The federal Ani-
mal Welfare Act sets specific standards concerning 
the housing, feeding, cleanliness, and medical care of 
research animals. Before a study using animals can 
begin, researchers are required to prove the need to 

Cell growth and 
preparation

Transfection

Initial platingSelection

Normal Cloning

Targeting Procedure

Culture expansion

Culture Nuclear transfer

Figure 7.3 selecting and prepar-
ing tissue for nuclear transfer Target 
cells receive gene insertion by transfec-
tion. The small number with the correct 
insertion are selected and cloned 
numerous times in culture (in vitro). At 
each step there is attrition due to the 
finite life span of somatic (body) cells 
in culture. Ultimately appropriate 
somatic cell nuclei can be obtained from 
the culture for nuclear transfer.
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resulted in the birth of Tetra, a healthy rhesus monkey 
produced from a split embryo. The embryo-splitting 
procedure is relatively easy, but it has limited applica-
tions. Even though the end result is identical twins, 
the exact nature of those twins is the result of old-
fashioned mixing of the genetic material from two par-
ents. You may end up with animals that have the 
desired characteristics, but you have to wait until they 
are grown to find out. This is why Dolly the sheep—
who was created from an adult cell, not an embryo—
was such a breakthrough. Dolly was the exact duplicate 
of an adult with known characteristics.

To create a clone from an adult, the DNA from a 
donor cell must be inserted into an egg. In the first step, 
cells are collected from the donor animal and placed in 
a low-nutrient culture solution. The cells are alive but 
starved, so they stop division and switch off their active 
genes. The donor cells are then ready to be introduced 
into a recipient egg, as seen in Figure 7.4.

The egg itself is prepared by enucleation. A 
pipette gently suctions out the DNA congregated in the 
nucleus of the egg. The researcher must then choose a 
method for delivering the desired genetic payload into 
the egg. One method is illustrated in Figure 7.4. 
Another method, known as the Honolulu technique, 
involves injecting the nucleus of the donor cell 
directly into the middle of the enucleated egg cell. No 
matter which technique is used, manipulating the 
microscopic cells can be extremely difficult.

After the DNA has been delivered to the egg, biol-
ogy takes over. The new cell responds by behaving as 
if it were an embryonic cell rather than an adult cell. If 
all goes well, cell division occurs, just as it would in an 
ordinary fertilized egg. For the first few days, the embryo 
grows in an incubator. Then, when the new embryo is 
ready, it is transferred into a surrogate mother for ges-
tation. The surrogate will give birth to a clone that is 
genetically identical to the genetic donor. The list of 
species successfully cloned in this fashion now includes 
sheep, goats, pigs, cattle, and an endangered cow-like 
animal called a gaur.

limits to Cloning
There are limits to the power of cloning technology. 
First, the donor cell must come from a living organism. 
Free-ranging dinosaurs à la Jurassic Park are likely to 
remain science fiction. Some people are intrigued by 
the possibility that cells collected from frozen mam-
moths discovered in Siberia might be cloned and fos-
tered by a modern-day elephant. Most experts, how-
ever, think that the chances of finding a viable mammoth 
cell, managing to clone it, and succeeding in fostering 
it in an elephant or other distant relative are laughably 
remote.

cancers are strikingly similar, information gleaned 
from one species might be used to treat the other. For 
example, the BRCA1 gene found in 65% of human 
breast tumors is similar to the BRCA1 gene in dogs. 
Clinical trials of cancer therapies on pets can pave the 
way for human trials.

Randomized trials in both dogs and humans have 
shown that hyperthermia (heating) of a tumor site 
combined with radiation can be more effective in local 
tumor control than radiation therapy alone. Research-
ers at Duke University are using hyperthermia along 
with gene therapy to destroy solid tumors. They inject 
directly into the tumors a gene that produces interleu-
kin-12 (IL-12). They then apply heat only to the 
tumor. The heat turns on the heat-shock control gene 
within the tumor, promoting the production of IL-12, 
which helps destroy the cancerous tissue. If successful, 
this therapy, now being tested on cats, could be phased 
into human trials faster than it might have been had 
the early trials been conducted on cultured cells; it 
might also benefit cats with these tumors.

7.2 Cloning

The production of an animal from the nucleus of 
another adult animal was a scientific breakthrough in 
1997, when Dolly the sheep was produced in this way, 
but it also created controversy over whether human 
cloning would ever be feasible. Here, we examine the 
methods and issues involved in cloning.

Creating dolly:  
A Breakthrough in Cloning
Human DNA, like that of all higher animals, contains 
genes from two parents. The mixture of genes comes 
down to chance. To prove this, just look at the chil-
dren in any large family: some may have curly hair 
and others have straight hair; some may be able to 
“roll” their tongues and others cannot. One child may 
have a genetic disorder that the others do not have. 
This uncertainty is eliminated with cloning. When 
cloning is used to reproduce an animal, there is only 
one genetic contributor. If the donor sheep has long 
soft wool, the lamb clone will too. The offspring have 
exactly the same genetic programming as the parent.

Embryo twinning (splitting embryos in half) was 
the first step toward cloning. The first successful exper-
iment produced two perfectly healthy calves that were 
essentially twins. This procedure is commonly prac-
ticed in the cattle industry today, where there is an 
advantage in producing many cattle with the same 
strong blood lines. Embryo twinning efforts have also 
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as their genes in the same way that identical human 
twins are not exactly the same and have different per-
sonalities. For this reason, people who are planing on 
banking cells in the hope of recreating beloved pets 
might well be disappointed. For example, a dog’s per-
sonality is shaped in part by its relationship to its lit-
termates and by the events of its life. Although we 
may be able to reproduce a genetically identical ani-
mal, there is no way to duplicate the early experiences 
that molded the dog’s behaviors. In 2002, the the Cali-
fornia company Genetics Savings & Clone (GSC) made 
headlines when they successfully cloned a cat in an 
effort to start a viable pet cloning business, despite the 
uncertainties involved (Figure 7.5).

Even racehorses, which are carefully bred to have 
essential genetic characteristics, are shaped by factors 
other than genetics. The fun of running and the will to 
win may not be genetically encoded. For that reason, 
it is unlikely that there will be a rush to clone a win-
ning horse.

More significantly, the present success rate for 
cloning is actually quite low, although it is improving. 
Dolly was the result of 277 attempts. Of these, only 
29 implanted embryos lived longer than 6 days, and of 

It is also important to realize that even though 
clones are exact genetic duplicates, they are not exactly 
identical to the original in other ways. Animals are 
shaped by their experiences and environments as well 
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Figure 7.4 nuclear transfer to produce a Cloned  
Animal Cloning usually begins with removal of the egg nucleus 
from a fertilized egg and replacement with another nucleus 
(possibly from an adult animal, like a cow). If the process is 
successful, the desirable characteristics can be obtained with a 
high degree of certainty. Success is not always easy (especially 
because, in cattle, it takes 278 days to find out if it worked!).

Figure 7.5 Cloned Kittens In 2004, at the annual Cat Fan-
ciers’ Association/IAMS New York cat show, 4-month-old cloned 
cats Tabouli and Baba Ganoush and their genetic donor, Tahini, 
were introduced. The Bengal kittens were cloned by Genetic 
Savings & Clone of Sausalito, California.
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Dolly’s telomeres were not like those of other lambs 
born the year she was; instead, they were about the 
same length as her donor’s, or 3 years older than Dolly. 
Dolly was diagnosed with arthritis, a possible sign of 
premature aging. She eventually developed a virus-
induced lung tumor that led to her being euthanized 
in 2003 (this particular respiratory virus commonly 
infects sheep, and scientists at the Roslin Institute found 
no evidence indicating that the tumor originated because 
Dolly was a clone). Other clones may be in for a simi-
lar fate. Cloned mice, for example, have been found to 
have much shorter life spans than typical mice. There 
is some speculation that life span may vary from spe-
cies to species, but all the evidence seems to indicate 
that a shorter life span may be part of a clone’s destiny.

This cloud over cloning has a potential silver lining. 
Researchers investigating the problem of shortened 
telomeres in clones learned more about telomerase, an 
enzyme that regenerates the telomere. This enzyme 
could eventually serve as a key to understanding and 
preventing many age-related diseases as well as possi-
bly providing an answer to the shortened clone (or 
nonclone) life span.

the Future of Cloning
When Dolly’s novel birth was announced in the 
media, there was a flurry of speculation and concern 
about the eventual role of cloning, such as the wide-
spread replacement of natural birth processes. This 
speculation owes a great deal to the fact that cloning is 
still a young science and therefore subject to much 
experimentation: some researchers have even man-
aged to make clones from clones. DNA from frozen 
cells has been used successfully in the cloning process, 
opening up new possibilities that will depend on cryo-
genically preserved cells.

Among the early speculation was the notion that 
clones could be used to provide replacement body parts 
for their “parents”—the donors of the original cells. 
Even though a genetic match would probably reduce 
the chance of clone tissue being rejected by the donor 
turned transplant recipient, this is not a practical solu-
tion to the problem of transplant organ shortages. Aside 
from the profound ethical questions about such a prac-
tice, it would take years for the clone to become mature 
enough to donate organs. Far more promising biotech-
nology solutions are on the horizon: xenotransplanta-
tion, the use of organs from other species, some of 
which may have been made more suitable through the 
use of transgenics, is expected to become a viable 
source of organs within the next 5 years. (Xenotrans-
plantation is discussed in more detail in Chapter 11.) 
Other scientists have had early success using cell cultures 
to grow replacement skin, eyes, and rudimentary kid-
neys for animals ranging from tadpoles to cattle.

those 29 embryos, only Dolly was born. Cloning fail-
ures do not make the evening news, but they are a 
significant barrier to the feared “animal assembly line” 
of cloning, which in any case is not the aim of research-
ers. Scientists are still trying to understand some of the 
unexpected problems that arise during the cloning 
process. Many clones are born with defects including 
enlarged tongues, kidney problems, intestinal block-
ages, diabetes, and crippling disabilities resulting from 
shortened tendons. In addition, the mortality rate 
among the surrogate mothers is much higher than 
among normal mothers. No clear pattern to these per-
plexing problems is apparent.

An even more challenging problem is the possibil-
ity that clones may become old before their time. This 
problem came to light when analyses indicated that 
Dolly’s cells seemed to be older than she was. This 
observation bears a little explanation. Every cell in 
your body contains the chromosomes that determine 
your genetic makeup. At the end of each chromosome 
is a string of highly repetitive DNA called a telomere 
(see Chapter 2 for a review). As your cells replicate, 
the telomere becomes shorter with each division. In this 
sense, there really is a biological clock inside living cells. 
A cell’s chromosomal age can be read by inspecting the 
length of its telomeres. As the telomere unravels, signs 
of aging appear in the organism. Tests showed that 

You deCide

genetics savings & Clone
In 2002, the California company 

Genetics Savings & Clone (GSC) made headlines when 
they successfully cloned a cat: Cc (Carbon Copy). They 
then produced two more cloned cats, Baba Ganoush 
and Tabouli (Figure 7.5).

In 2004, the company again made the news when it 
revealed that it had sold a cloned kitten to a woman 
in Texas. What’s more, for a mere $50,000, GSC would 
clone anyone’s cat. Within a few years GSC reduced 
the price to $32,000, and by late 2006 it announced 
that it would close at the end of the year and give 
a refund to anyone who had put down a deposit for 
a cloned cat. After 6 years in business, GSC cloned 
5 kittens but sold only 2. Many questioned whether 
a company could be profitable selling cloned pets, 
given the costs of cloning. Others questioned the eth-
ics of cloning pets for human enjoyment or to create 
a genetically identical clone of a deceased pet. What 
do you think? Should pets be cloned? If a pet in your 
family died, would you want to buy an identical clone 
if it was affordable? You decide.



1837.3 Transgenic Animals

the differences between proteins produced from bacte-
rial (prokaryotic) sources and those coming from other 
sources (Chapter 4). Because the structural differences 
among proteins are minimal, cell and animal culture 
offer good solutions to the need for proper structure. 
Some of the most exciting developments in biotechnol-
ogy are the result of transgenic research in animals.

The first experiments in animal transgenics were 
conducted on the cellular level. A new gene was added 
to a cell in culture and the effects on that one cell were 
observed. When cloning technology became available, 
transgenics took a new course. Instead of manipulat-
ing a single cell, genes were added to a large number 
of cells. These cells were then screened to discover 
which ones exhibited the desired genes. After these 
cells were selected, each could be used to grow a com-
plete animal from a single cell, using cloning technol-
ogy (see Figure 7.5).

transgenic techniques
A variety of methods can be used to introduce new 
genetic material into animals, and new methods con-
tinue to be developed and refined. Here is a brief over-
view of some techniques:

■ Retrovirus-mediated transgenics is accom-
plished by infecting mouse embryos with retro-
viruses before the embryos are implanted. The 
retrovirus acts as a vector for the new DNA. This 

So why are clones necessary? There are many rea-
sons why it is advantageous to have multiple animals 
with the exact genetic makeup. Clones can be used in 
medical research, in which their identical genetics 
makes it easier to sort out the results of treatments 
without the confounding factor of different genetic 
predispositions. Clones may also provide a unique 
window on the cellular and molecular secrets of devel-
opment, aging, and diseases.

In the case of endangered animals, there is a com-
pelling reason to look to cloning to sustain breeding 
populations. Steps have already been taken to use 
cloning to preserve animals. Interspecies embryo 
transfer has been used successfully to provide surro-
gate mothers for African wildcats (Felis silvestria libyca). 
Noah, the gaur calf, was a clone born to a domestic 
cow surrogate. Noah later died of an infection unre-
lated to the cloning process. Despite that disappoint-
ment, efforts are now under way to clone pandas, 
using more common black bears as hosts.

7.3 transgenic Animals

We’ve covered transgenics as it applies to plant biotech-
nology (Chapter 6). The process of introducing new 
genetic material to an organism is not limited to plants. 
It can be used on animals as well. We have seen some of 

tools oF the trAde

Until recently, only a limited number of 
human stem cell lines were available to 
develop cloned organs for transplantation 

that did not initiate rejection. Animal models seemed like 
the obvious solution to this problem, but until recently, 
the ability to create mammals with sophisticated genetic 
manipulations was available only in mice. Dolly intro-
duced an alternative approach to developing cloned 
organs: using genetic recombination in embryonic stem 
(ES) cell lines by targeting genes in vitro and manipulat-
ing the somatic cells before they stopped dividing.

However, this process is complicated: targeted gene 
disruption is an important technique in animal biotech-
nology, but the process is not easy. Homologous recom-
bination is a relatively rare event, requiring researchers 
to carefully screen many DNA integration events. After 
collecting somatic cells, researchers must genetically 
modify them in vitro, culture them long enough to isolate 
the rare homologous recombination events, and then 

human organs from Animals?

reconstruct an embryo from these cells that can be used 
for nuclear transfer implanting, as seen in Figure 7.3. If 
the reconstructed embryo lives long enough to repro-
duce, the genetic modification can be propagated.

Investigators at PPL Therapeutics have achieved a 
breakthrough with this technology by removing from pigs 
a gene that commonly causes hyperacute rejection of 
pig-to-human organ transplants. A common carbohydrate 
structure exists on the cell surfaces of almost all mam-
mals other than certain primates (humans, apes, and Old 
World monkeys). The presence of this structure is the 
consequence of a gene known as a (1,3) galactosidase. 
Human cells do not have this gene and recognize its 
function on organ surfaces as an antigen. As a conse-
quence, humans produce massive quantities of antibodies 
to reject the foreign carbohydrate. If scientists learn how 
to target this gene (and potentially other rejection-
related genes) in vitro, they may be able produce much-
needed donor human organs.
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been created using recombinant DNA methods. 
Some of the ES cells will absorb the DNA and be 
transformed by the new genetic material. Those 
transformed ES cells will then be injected into the 
inner cell mass of a host blastocyst.

■ A similar method, sperm-mediated transfer, 
uses “linker proteins” to attach DNA to sperm 
cells. When the sperm cell fertilizes an egg, it 
carries the valuable genes along with it.

■ Finally, gene guns can also be used on animal 
cells (see Chapter 6).

increasing agricultural Production  
with transgenics
Researchers have used gene transfer to improve the 
productivity of livestock. By introducing genes that are 
responsible for faster growth rates or leaner growth pat-
terns, animals can be raised to market more quickly. This 
process is known as selective improvement. Although 
selective improvement is not without controversy, it pro-
duces an increased food supply at a decreased cost.

Traditional cross-breeding techniques have also 
been used for years to create chickens that grow from 
chick to market at an increased rate, which has the 
potential to raise production levels and decrease cost. 
Recently, breeders discovered that birds that took less 
than 42 days to grow from chick to market-ready did 
not produce eggs. Although eggs are not the goal of 
those raising chickens for meat, it is impossible to raise 
chickens without some eggs to hatch. Growing chick-
ens so quickly is not without controversy. However, 
poverty and food shortages mean that less costly agri-
cultural practices must be explored. Every extra day 
represents additional costs. Americans consume 10 bil-
lion chickens per year, and any reduction in the time 
required to produce those billions of chickens would 
embody significant savings for producers, which could 
then be passed on to consumers. These potential sav-
ings are motivating some current research in which 
genes from fast-growing meat-producing chicken 
breeds are being swapped into eggs produced by egg-
laying breeds. These researchers have met with success 
on a limited scale. Now the challenge is to develop 
methods that will work on the scale of industrial farm-
ing. In the next few years, researchers hope to devise 
equipment that will accurately inject the desired traits 
into 30 or 40 billion chicken embryos a year.

Eggs themselves could even be made healthier for 
human consumption through transgenics. Eggs are an 
inexpensive source of high-quality protein, but many 
people avoid them because they are rich in cholesterol. 
Tweaking the genes responsible for cholesterol produc-
tion could result in healthier, lower-cholesterol eggs.

method is restricted in its applications because 
the size of the transgene (or transferred genetic 
material) is limited and the virus’s own genetic 
sequence can interfere with the process, making 
transgenics a rather hit-and-miss project (retrovi-
ruses are discussed in Chapter 3).

■ The pronuclear microinjection method intro-
duces the transgene DNA at the earliest possible 
stage of development of the zygote (fertilized 
egg). When the sperm and egg cells join, the 
DNA is injected directly into the nucleus of either 
the sperm or the egg. Because the new DNA is 
injected directly, no vector is required; therefore 
there is no external genetic sequence to muddle 
the process (see Figure 7.6).

■ In the embryonic stem cell method, ES cells 
are collected from the inner cell mass of blastocysts. 
They are then mixed with DNA, which has usually 

Pronuclei

1) Inject foreign DNA
 into one of the
    pronuclei.

2) Transfer injected 
 eggs into foster
    mother.

3) About 10% to 30%
 of offspring contain 
    injected foreign DNA. 

4) Mice expressing 
    foreign DNA are 
    bred to continue 
    DNA in germline.

Fertilized mouse 
egg prior to fusion 
of male and female 
pronuclei

Figure 7.6 Pronuclear Microinjection Cloning The 
 process of injecting DNA into one of the pronuclei (the female 
pronucleus and male pronucleus combine at fertilization) so 
that it is incorporated can be used to produce clones that bear 
the new DNA.
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nontransgenic pigs. Phosphorus is the major pollutant 
generated on pig farms. Phytase degrades phosphates 
in the pigs’ food, reducing the amounts of phosphorus 
waste products excreted by about 30%.

The safety of the food that reaches our tables can 
also be improved by transgenic technology. Human 
food poisoning may be reduced in the future by trans-
ferring antimicrobial genes to farm animals. This appli-
cation could reduce the thousands of food poisoning 
deaths in the United States each year and also mean 
that fewer antibiotics will be used in agriculture. That 

The dairy industry is also a target for genetic 
improvement. Researchers have used transgenics to 
increase milk production, make milk richer in proteins 
and lower the fat content. Herman, a transgenic bull 
(produced by trangenics and nuclear transfer), carries 
the human gene for lactoferrin. This gene is responsi-
ble for the higher iron content (essential to the healthy 
development of infants) found in human milk. Her-
man’s offspring also carry the gene for lactoferrin. 
Consequently, in much the same way that human 
polyclonal antibodies can be produced in the plasma of 
cattle (see Figure 7.7), Herman’s daughters may be 
the first of many cows able to produce milk that is bet-
ter suited for consumption by human children.

Another important improvement is the reduction 
of diseases in animals raised for food. During the epi-
demic of foot-and-mouth disease in England in 2000, 
herds of dairy and beef cattle as well as sheep and 
goats were destroyed. The loss of entire herds was cat-
astrophic to farmers and devastating to that nation’s 
agriculture industry. In the United States, concerns 
over the spread of foot-and-mouth disease resulted in 
the confiscation and destruction of sheep that had 
been imported from England, even though they did 
not necessarily test positive for the disease. Spurred by 
the threat of future disease outbreaks, researchers are 
studying disease-prevention genes and hope to 
develop animals that are resistant to foot-and-mouth 
disease. Similar processes may someday help prevent 
cholera in hogs and Newcastle disease in chickens.

Researchers at the U.S. Department of Agriculture 
in Maryland turned to genetic engineering to create 
dairy cows that could resist mastitis, an inflammation 
of milk glands caused by bacterial infections. Bacteria 
such as Staphylococcus aureus infect mammary glands, 
resulting in a highly contagious condition that spreads 
rapidly and results in losses of billions of dollars for the 
dairy industry. Scientists created transgenic cows con-
taining a gene from Staphylococcus simulans, a relative of 
S. aureus, which produces a protein called lysostaphin, 
which kills S. aureus. Preliminary data indicate that 
these animals do indeed show resistance to mastitis. 
But researchers must be cautious. They know that 
these animals will not necessarily be fully protected 
from infections by S. aureus or other microbes and that 
these cows represent only a first step toward improv-
ing the resistance of cows to the bacteria that cause 
mastitis. Whether the dairy industry will embrace these 
and other genetically modified (GM) cows remains to 
be seen.

Researchers at the University of Guelph in Ontario, 
Canada, recently developed the EnviroPig, a trans-
genic pig expressing the enzyme phytase in its saliva. It 
is deemed environmentally friendly because it produces 
substantially less phosphorus in its urine and feces than 

Animal with 
human immune 
genes

Expand 
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with human immune genes
inserted into bovine somatic

cells by nuclear transfer
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DNA

Figure 7.7 human-like plasma from Cattle Human 
plasma for patients is in short supply and could be obtained 
from cattle cloned to carry human genes for blood factors and 
antibody genes. Human artificial chromosomes carrying these 
genes have been successfully transferred by procedures 
described earlier (Chapter 4).
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be used to strengthen bulletproof vests and suture silk 
in operating rooms. Fundamentally, Biosteel is made 
from spiderweb protein, which is one of the strongest 
fibers on earth. In the past, spider silk has never been a 
viable industrial product because spiders produce too 
little silk for it to be useful. Thanks to transgenics, spi-
ders are not the only source of spider silk proteins. The 
gene that governs the production of spider silk has 
been successfully transferred into goats, and those 
goats have reproduced, passing the new gene to their 
offspring. Now there is a whole herd of “silk-milk” 
goats. There is no need to monitor these bioreactors. 
These goats, like the ones shown in Figure 7.8, eat 
grass, hay, and grain and naturally produce the milk 
that now contains the proteins that make up spider 
silk. The silk protein is then purified from the goats’ 
milk and woven into thread for fabrication into bullet-
proof vests and other products (see Chapter 4 for a 
refresher on protein purification methods).

Transgenic animals are also being used to produce 
pharmaceutical proteins. A human gene called ATryn, 
which is responsible for an anticlotting agent in 
humans, is needed by patients with a hereditary defi-
ciency to prevent thromboembolism before or after 
surgery or childbirth. The company that developed the 
transgenic goat (GTC) linked ATryn to mammary- 
specific promotors so that it would be expressed in 
milk. The transgenic method is faster, more reliable, and 
cheaper than other more complex ways of synthesiz-
ing pharmaceutical proteins. The product was approved 
for use by the FDA in 2009, and although the market 
for patients with hereditary antithrombin deficiency 
treatable with ATryn is not large, it may prove to have 

is good news, because the overuse of antibiotics is 
leading to the development of resistant strains of Sal-
monella, Listeria, and Escherichia coli.

Researchers are also turning to transgenics to cre-
ate animals that will better serve hungry and poor 
populations around the world. In many areas, avail-
able arable land is limited, and little can be set aside for 
grazing animals. Researchers are directing their atten-
tion to the problem of transforming animals into more 
efficient grazers, so that more animals can be sustained 
on the same land. To this end, they are looking at the 
genetic structure of wild grazers, like African ante-
lopes, that thrive in environments where domestic 
livestock would fail. It may also be possible to create 
cattle that are better able to do hard work such as pull-
ing plows even while they consume less food. As 
researchers work toward improving livestock, they are 
also concerned with identifying and conserving the 
genetic heritage of traditional livestock breeds.

Transgenic Animals as Bioreactors
Recall that proteins are an important biotechnological 
product and that whole animals can serve as “bioreac-
tors” to produce those proteins (Chapter 4). An animal 
bioreactor works as follows: First, the gene for a desired 
protein is introduced via transgenics to the target cell. 
Second, using cloning techniques, the cell is raised to 
become an adult animal. That adult may produce milk 
or eggs that are rich in the desired protein, thanks to 
the introduced gene.

An example of an application of this technology is 
Biosteel, an extraordinary new product that may soon 

Figure 7.8 goats with Trans-
genes That Produce Valuable  
Proteins in Their Milk Transgenic 
animals (bioreactors)—including 
goats, cattle, and chickens—offer 
the advantage of lower material and 
product costs for transgenic protein 
production.
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letters forming a sentence that provides directions, the 
knockout process would delete and possibly replace a 
word. If we begin with “Open the door and place the 
mail on the table” and knock out a portion of the mes-
sage, we might end up with “Open the mail on the 
table.” The resulting action would be different from 
the action that the original instruction was intended to 
produce. A slightly different knockout and replace-
ment could result in “Open the elephant and place the 
mail on the table.” In this case, nothing would be accom-
plished because the sequence is nonsensical. Similarly, 
deleting or replacing a bit of DNA can result in a change 
in the traits expressed, including termination of the 
expression of vital proteins.

After the DNA is modified, it is added to ES cells, 
where it recombines with the existing gene on a chro-
mosome, essentially deleting or replacing part of the 
genetic instructions in the cell. This process is called 
homologous recombination, as seen in Figure 7.9, 
on the next page. The modified ES cells are then intro-
duced into a normal embryo, and the embryo is 
implanted in an incubator mother. Interfering RNA is 
also capable of gene silencing and being utilized as an 
alternative to homologous recombination in many 
applications (see Chapter 2 to review RNAi).

A genetically modified organism—generally a mouse 
pup—is not the end of the story. This offspring of the 
mouse pup is a chimera. Some of its cells are normal 
and some are knockouts. The activity of the normal 
cells often conceals the deficit caused by the missing or 
replaced gene. Two generations of crossbreeding are 
required to produce animals that are complete knock-
outs. The reward is worth waiting for in terms of 
genetic research. When we know what gene has been 
knocked out and we see the result of that change, we 
have a clear idea of the function of that gene. Being 
able to see clearly what happens when a gene is dam-
aged or absent will provide new insights into a host of 
genetic disorders, including type I diabetes, cystic fibro-
sis, muscular dystrophy, and Down syndrome. A good 
example of this is the breast cancer mouse, which was 
patented in 1988 by Harvard University scientists and 
has been used extensively to test new breast cancer 
drugs and therapies (the technology is offered at mini-
mal or no cost to researchers). The ability to test new 
therapies in these breast cancer mice, rather than 
human patients, has saved many cancer patients count-
less hours of unnecessary suffering.

A common approach is now to compare the effect 
of a potential drug product on knockout animals and 
knock-in animals. Animals can have a human gene 
inserted to replace their own counterpart by homolo-
gous recombination to become knock-ins. In a knock-
out mouse, the drug would have no or minimal effects 
because the gene product was not present, but it would 

other uses in the operating room. This transgenic sys-
tem is considerably less expensive using bioreactor 
animals and is under development for other proteins 
(like monoclonal antibodies) that are needed in large 
volumes.

You may be wondering why researchers in trans-
genics so often use goats. Goats reproduce more quickly 
and are cheaper to raise than cattle. Because they also 
produce abundant milk, they are an excellent choice 
for transgenic product development. Many diseases 
need short-term treatment of larger-quantity recombi-
nant proteins that can be made amply available from 
transgenic animal sources. Until gene therapy becomes 
broadly utilized, transgenic-derived therapeutic pro-
teins are the most attractive alternative for replace-
ment therapy in genetic disorders such as hemophilia. 
Hemophiliacs lack the functional clotting protein anti-
thrombin III. This protein is being produced in trans-
genic goats and being tested for FDA approval. Using 
transgenic animal bioreactors for the production of 
complex therapeutic proteins provides lower production 
costs, higher production capacities, and safer pathogen-
free products.

Milk-producing animals are not the only animal 
bioreactors, however. Eggs are another efficient method 
of producing biotech products in animals. Because 
poultry have an efficient reproductive system, it is easy 
to generate thousands of eggs from a small flock in a 
relatively short time. An average hen produces 250 eggs 
per year. With each egg white containing about 3.5 
grams of protein, replacement of even a small fraction 
with recombinant protein creates a highly productive 
“hen bioreactor.” Some medical products such as lyso-
zyme and attenuated virus vaccines are already derived 
from eggs.

Knockouts: A Special Case of Transgenics
Adding genes is only one side of the transgenic story; 
the influence of a gene can also be subtracted. Research-
ers are working with transgenic mice—so-called knock-
out mice—to better understand what happens when 
a gene is eliminated from the picture. Knockouts 
have been genetically engineered so that a specific 
gene is disrupted. Simply put, an active gene is 
replaced with DNA that has no functional information. 
When the gene is knocked out of place by the useless 
DNA, the trait controlled by the gene is eliminated 
from the animal.

Knockout mice begin as ES cells with specially 
modified DNA. The DNA is prepared using recombi-
nant DNA techniques either to clip away a specific por-
tion, leaving a deletion in the genetic code, or to replace 
one portion of the DNA with a snippet of DNA that has 
no function. If you think of DNA as an arrangement of 
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into a rhesus monkey named ANDi (the name stands 
for “inserted DNA,” spelled backward). The GFP gene, 
which had its origin in a jellyfish, does not cause ANDi 
to glow in the dark. In fact, he looks exactly like a reg-
ular rhesus monkey. It takes a special microscope to 
see the “glow” in ANDi’s cells. Not everyone agrees 
with the idea of using monkeys for knockout research, 
even though they have considerable biological similar-
ity to humans (see “You Decide: Monkey Knockouts”). 
The demonstration that a gene can be inserted into 
monkeys was a major accomplishment to prove that 
the method can work in higher animals, even if it 
never results in a significant medical application.

have effects in the presence of the human gene in the 
knock-in mouse. If effects are seen in the knockout 
animal, they are off target and can represent potential 
side effects of the candidate drug (saving human suf-
fering without having to test humans).

Thus far, mice and zebrafish have commonly been 
used as knockout animals. Research is also being done 
on knockout primates. The first steps toward develop-
ing a potentially invaluable animal model have already 
resulted in genetically modified monkeys. Researchers 
at the Oregon Regional Primate Research Center at the 
Oregon Health Sciences University in Portland have 
introduced the gene for green fluorescent protein (GFP) 

Figure 7.9 How to Make a Knockout 
Mouse Transferring a marker (neomycin 
resistance) gene into a mouse target gene 
by homologous recombination disrupts 
the gene’s function, allowing selection 
for the disrupted gene. Thymidine kinase 
(tk) is used to select from antibiotic-
resistant transformants because cells with 
this inserted gene will be killed in the 
presence of an altered nucleotide during 
DNA synthesis. After selection, the cells 
with the disrupted gene can be inserted 
into mouse embryos to produce mice with 
this gene “knocked out.” By similar meth-
ods, it is possible to “knock in” another 
gene (like a human gene) to make testing 
of the gene possible in a test animal.
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Until now, the availability of genetically modified 
rats as knockouts was limited. The Sigma company 
reported the first knockout rat in 2009, using the zinc-
finger nuclease methodology (see Figure 7.10). Knock-
out rat models offer an alternative that can reduce 
drug development costs by providing a more human-
like model while decreasing time to market. Zinc-finger 
nuclease-mediated gene targeting in the rat has opened 
up a whole new world of possibilities for the develop-
ment of more predictive models of drug metabolism in 
humans.

7.4  Producing Human  
Antibodies in Animals

The power of antibodies places them among the most 
valuable protein products. Here, we look at how anti-
bodies are produced through the use of animals as bio-
reactors.

Monoclonal Antibodies
Researchers have long dreamed of harnessing the 
specificity of antibodies for a variety of uses that target 
particular sites in the body. In the 1980s, the use of an 
antibody as a targeting device led to the concept of the 
“magic bullet,” a treatment that could effectively seek 
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Figure 7.10 Zinc Fingers: Knockout rats for Drug Toxicity Testing The poten-
tial to reduce the length and cost of drug toxicity tests and to reduce the number of ani-
mals needed to yield reproducible, relevant data has been fulfilled with a new method 
for creating knockout rats. Site-specific zinc-finger nucleases are used to knock out tar-
geted genes known to be related to drug toxicity. Founder animals are produced from 
these rat embryos in 6 weeks; they can be used to produce clones in quantity, and the 
process takes less time than homologous recombination.

You DeCiDe

Monkey Knockouts
ANDi is the first step on the path 

to developing a knockout monkey that could be a 
better animal model for studying diseases and their 
treatments. Genetically modified primates could po-
tentially be used to study breast cancer, HIV, and any 
number of other diseases.

Not everyone agrees that creating a knockout 
monkey ought to be a scientific goal. Some point 
out that mice, and even zebrafish, share the major-
ity of human genes and have been used effectively in 
research. Others argue that a knockout monkey could 
present a threat to public health because a pathogen 
that could make the leap from the study animals to 
the human population might develop. They point to 
the possibility that HIV may be a pathogen that made 
an unexpected and unassisted leap from wild monkeys 
to human beings. Others are uncomfortable with the 
use of primates in any sort of research. They argue 
that, precisely because these primates are so like us, 
they may share our self-awareness, which makes such 
research ethically repugnant.

What do you think? Should we press forward to develop 
a knockout monkey? Or are primates too closely re-
lated to humans to be used in this way? You decide.
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cells, or lymphocytes. These spleen cells are fused en 
masse to a specialized myeloma cell line that no longer 
produces an antibody of its own. The resulting fused 
cells, or hybridomas, retain the properties of both par-
ents. They grow continuously and rapidly in culture 
like the myeloma (cancerous) cell and produce anti-
bodies specified by the fused lymphocytes from the 
immunized animal. Hundreds of hybridomas can be 
produced from a single fusion event. The hybridomas 
are then systematically screened to identify the clone, 
which produces large amounts of the desired antibody. 
After this clone is identified, the antibody will be pro-
duced in large quantities.

Monoclonal antibody products are now used to 
treat cancer, heart disease, and transplant rejection, 
but the process has not always been smooth. An 

and destroy tumor cells wherever they might reside. 
One major limitation in the therapeutic use of anti-
bodies is the problem of producing a specific antibody 
in large quantities. Initially, researchers screened 
myelomas, which are antibody-secreting tumors, for 
the production of useful antibodies. But they lacked a 
means to program the myeloma to manufacture an 
antibody to their specifications. This situation changed 
dramatically with the development of monoclonal 
antibody technology. Figure 7.11 illustrates the pro-
cedure for producing monoclonal (made from a single 
clone of cells) antibodies (Mabs).

First a mouse or rat is inoculated with the antigen 
(Ag) to which an antibody is desired. After the animal 
produces an immune response to the antigens, its spleen 
is harvested. The spleen houses antibody-producing 

4914507016
Fig 7.13

Inject purified
antigen.

Isolate
spleen 
cells.

Myeloma 
cells

Fuse cells.

Select hybridoma cells
in selective medium
for marker gene.

Seed individual
cells into wells.

Culture cells.

Antibodies are secreted
into culture medium.

Test hybridoma culture medium
for Mab that reacts with antigen.

Propagate positive clones.

Isolate Mab from culture medium.

Freeze away a cell stock.

Figure 7.11 Monoclonal Antibody 
 Production An antigen-stimulated mouse will 
provide spleen cells that can be fused with 
myeloma (cancer) cells to continuously produce 
monoclonal antibodies in a culture.
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ized Mabs are under study in at least 33 current tri-
als for new drugs.

In 2007, the FDA approved the first monoclonal 
antibody produced in animals that does not activate 
the human immune system to rejection. Panitumab, 
produced from transgenic mice with knock-in human 
immune genes, was manufactured by Amgen in 
Thousand Oaks, California. The process involved inac-
tivating the mouse antibody machinery (heavy- and 
light-chain proteins of antibodies) and introducing 
the human equivalent of these antibody-producing 
genes by homologous recombination into the inacti-
vated (deleted) regions. The work was done in 
mouse ES cells, followed by the introduction of these 
cells into mouse embryos to produce founder ani-
mals. The transgenic mice (xenomice) produce a 
fully human antibody against epidermal growth fac-
tor receptor (as a treatment for people with advanced 
colorectal cancer), which can be purified and does 
not produce the HAMA response.

early limitation to the success of therapeutic anti-
bodies was immunogenicity. The classic method for 
producing Mabs using mouse hybridoma cells pro-
voked an immune response in human patients. 
Mouse hybridomas produce enough “mouse” anti-
gens to still evoke an undesirable immune response 
in humans. Patients quickly eliminated mouse 
Mabs, so that the therapeutic effects were short-
lived. Researchers called this the human antimouse 
antibody (HAMA) response. The solution is to 
make Mabs more human. Removing mouse anti-
gens or creating chimeric cells is costly and time-
consuming, and the resulting Mabs still provoke a 
HAMA response. Researchers are working on solv-
ing this problem and are producing Mabs in differ-
ent organisms. In 2010, there were 22 therapeutic 
Mabs that had been approved by the FDA. All but 
three of these have been engineered to reduce 
immunogenicity, and most have some human 
genetic sequence. Transgenic mice producing human-

Animal technicians assist scientists who 
use laboratory and farm animals in bio-
technology research or product testing. 

They perform medical procedures on animals and care 
for research animals before and after surgery; they may 
also perform some surgeries. Technicians not only help 
to restrain the animal during examinations and inocula-
tions but may also participate in making daily animal 
observations, breeding animals, and weaning them. 
Keeping detailed records of animal health and writing 
standard operating procedures (SOPs) are also important 
parts of this job.

Animal technicians usually have an associate’s degree 
in veterinary science or a related field. Knowledge of 
biology and math is also preferred. Many biotechnologi-
cal positions prefer or require that applicants be certi-
fied by the American Association for Laboratory Animal 
Science (AALAS; for information, visit their website at 
www.aalas.org).

Salary ranges are skilled entry level, and technicians 
must be prepared to work nights, weekends, and holi-
days (because animals need daily care). Most companies 
offer excellent benefit packages, flexible schedules, and 
work release for continuing education. Extra hours are 
commonly available in this position.

Veterinarians play a major role in the health care 
of all types of pets, livestock, zoo animals, sporting 
animals, and laboratory animals. Some veterinarians use 
their skills to protect humans against diseases carried 
by animals and conduct clinical research on human and 
animal health problems. Others work in basic research, 
broadening the scope of fundamental theoretical 
knowledge, and in applied research, developing new 
ways to use knowledge. Prospective veterinarians must 
graduate from a 4-year program at an accredited college 
of veterinary medicine with a doctorate of veterinary 
medicine (DVM or VMD) degree and obtain a license to 
practice.

All of these positions require a significant number 
of credit hours (ranging from 45 to 90 semester hours) 
at the undergraduate level. Competition for admission 
to veterinary school is keen; about 1 in 11 applicants 
were accepted in 2010. Veterinarians who seek board 
certification in a specialty must also complete a 2- to 
3-year residency program providing intensive training in 
specialties such as internal medicine, oncology, radiol-
ogy, surgery, dermatology, anesthesiology, neurology, 
cardiology, ophthalmology, and exotic small animal 
medicine. The median annual salary of veterinarians in 
2010 was $92,570.

CAreer proFile

Animal technicians and veterinarians

www.aalas.org
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 3. How have some biotechnology companies pro-
duced antibodies that do not stimulate a HAMA-
like response?

 4. Discuss some of the ethical concerns about using 
animals in research, including regulatory require-
ments for their use.

 5. How do knockout and knock-in animals provide 
better predictions of how a drug will work in 
humans?

 6. Explain the use of hyperthermia in cancer treat-
ment in animals.

 7. Why are zebrafish commonly being used to test 
new human drugs?

 8. Explain how “model animals” are chosen.

 9. Explain the concept of “reduce, replace, and 
refine” in the use of animals in biological 
research.

 10. Explain pronuclear microinjection as a transgenic 
method.

MAKing A diFFerenCe
The Human Genome Project of 2001 was an international 
consortium effort. A similar international effort to identify 
the function of every gene in the mouse has begun. To ac-
complish this, a known gene is knocked out (of the 20,000 
genes making up the mouse genome); then the strain is 
rigorously compared with a normal mouse strain to deter-
mine physical and behavioral differences. Since 95% of 
mouse genes are similar to those of humans, the database 
resulting from the project will have relevance to human 
disease and drug research. The work is expected to take 
3 years. If only a handful of useful drugs result (at about 
$1 billion each in value), the $900 million effort will have 
paid for itself. Even if the process takes more than the next 
decade, it will still provide valuable data. The repetitive 
nature of the study (partially funded by the NIH) of each 
gene suggests a heavy involvement of biotechnicians and 
lab analysts, or “full employment” for biotechnologists, al-
though the process may become automated at some point. 
The opportunity to be part of an international effort with 
the potential to cure human diseases would be difficult to 
find in any other field than biotechnology.

questions & ACtivities

Answers can be found in Appendix 1.

 1. Why are myeloma cells used in hybridomas?

 2. Why would a human immune system reject an 
antibody produced in a mouse?

visit www.pearsonhighered.com/biotechnology
To download learning objectives, chapter summary, 
“Keeping Current” web links, glossary, flashcards, and 
jpegs of figures from this chapter.

www.pearsonhighered.com/biotechnology


193

DNA Fingerprinting  
and Forensic Analysis
After completing this chapter, you 
should be able to:

■ Define DNA fingerprinting.
■ Outline the process of collecting 

and preparing a DNA sample to be 
used as evidence.

■ List some factors that can degrade 
DNA evidence and some of the 
precautions required to maintain 
the reliability of DNA evidence.

■ Describe the polymerase chain 
reaction (PCR) method is used to 
produce a DNA fingerprint.

■ Explain how short tandem repeat 
(STR) profiles are compared in DNA 
fingerprint analysis.

■ Explain how a DNA fingerprint can 
be used to exclude a suspect.

■ Examine two or more DNA 
fingerprints in the lab to 
determine if they match.

■ Describe the use of DNA 
fingerprinting techniques in 
establishing familial relationships.

■ List some of the uses of DNA 
analysis in biological research.

■ Discuss some of the ethical issues 
surrounding DNA fingerprinting.

C h A p t e r

 8 

A biotechnician examines DNA fingerprints looking for similarities and  
differences between individuals.
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ForeCAstiNg the Future
The more that is known about a patient’s DNA sequence, 
the easier it is to make predictions about what types of 
drugs will be effective in treating that patient’s geneti-
cally based conditions. Sequencing an individual’s DNA to 
figure out the best course of drug treatment differs from 
earlier tests, which serve only to diagnose certain genetic 
diseases (such as prostate cancer, cystic fibrosis, and dia-
betes). Now genetic sequencing will have to become faster 
and cheaper in order to develop diagnostic tests that allow 
for personalized therapies on a large scale. But recent ad-
vances are producing second- and third-generation innova-
tions that may reduce the cost of human DNA sequencing 
by two-thirds in as little as 10 years. Medicare and private 
insurers have been slow to accept the cost of reimburs-
ing patients for DNA sequencing, but strong demand for 
personalized medicine in pharmaceutical research could 
increase acceptance of these new costs. In fact, it is likely 
that in the near future, the U.S. Food and Drug Adminis-
tration (FDA) will require companion diagnostics (in the 
form of DNA sequencing of phase trial participants) for 
every drug being tested to treat genetic disorders (see 
Chapter 12). Additionally, in June 2010, the FDA put five 
genetic test makers on notice that they must get federal 
approval before marketing their products directly to con-
sumers. The biology of how DNA variations actually cause 
certain diseases is still being actively researched, but 
these efforts will undoubtedly lead to the need for more 
DNA testing on an individual level. Making genetic tests 
the standard of care has the potential to significantly 
reduce medical costs and increase safety.

8.1 What is a DNA Fingerprint?

We know that every human being carries a unique set of 
genes. The chemical structure of DNA is always the same, 
but the order of the base pairs in chromosomes differs 
in individuals. The novel assemblage of the 3 billion 
nucleotides formed into 23 pairs of chromosomes gives 
each of us a unique genetic identity.

We also know that every cell contains a copy of 
the DNA that defines the organism as a whole, even 
though individual cells have different functions (car-
diac muscle cells keep our hearts beating, neurons 
transmit the signals that are our thoughts, etc.). These 
two aspects of DNA—its uniform nature in a single 
individual and the genetic variability between individ-
uals—make DNA fingerprinting possible. Because 
every cell in a body shares the same DNA, cells col-
lected by swabbing the inside of a person’s cheek will 
be a perfect match for those found in white blood cells, 
skin cells, or any other tissue.

Forensic science is the intersection of law and sci-
ence. It can be used to condemn the guilty or 
exonerate the innocent. Many court cases hinge 

on scientific evidence provided by forensics. Through-
out the years, scientists have developed technologies 
to uncover facts in criminal investigations, and the law 
has been quick to embrace these new technologies as 
they became available.

For example, in the late 1800s, efforts to fight crime 
were given a boost by a new technology: photography. 
Thanks to the invention of the camera, it became possi-
ble to depict criminals in custody so accurately that 
images could be used as references. Photographs were 
certainly an improvement over verbal descriptions and 
hand-drawn “wanted” posters, but they still had severe 
limitations. Criminals found many ways to alter their 
appearance—via haircuts, the addition of facial hair, or 
use of eyeglasses—that could make identification based 
on a photograph almost impossible.

A little more than 100 years ago, scientists discov-
ered that the tiny arches and whorls in the skin of 
human fingertips could be used to establish identity. 
After a single bloody print on the bottom of a cash box 
helped solve a murder in England, the process of ink-
ing a suspect’s fingers and collecting a set of prints 
became routine. The Federal Bureau of Investigation 
(FBI), the Central Intelligence Agency (CIA), and 
other law enforcement agencies amassed huge collec-
tions of these prints. At first, clerks were responsible 
for painstakingly examining the prints visually, look-
ing for matches. With the development of the com-
puter, however, the sorting process became less 
tedious and more reliable. But fingerprints are not 
always available: they can be wiped away, and gloves 
can be worn to avoid leaving them behind.

In 1985, a revolutionary new technology emerged 
as an important forensics tool. Instead of counting  
on smudged fingerprints left at the scene of a crime, 
investigators could look at a new kind of “fingerprint,” 
the unique signature found in each person’s genetic 
makeup. In this chapter, we look at a description of 
DNA fingerprints and discuss what makes each per-
son’s DNA unique. Then we learn the processes used 
to collect DNA samples and to produce DNA finger-
prints for analysis. We compare DNA profiles and 
learn what it takes for a DNA match to occur. Next 
we consider examples that illustrate the value—and 
vulnerabilities—of DNA as evidence. We’ll then look 
at how DNA profiles can be used to establish familial 
relationships, focusing on the use of mitochondrial 
DNA to provide proof of kinship. Finally, because 
DNA profiles are not limited to humans, we look at 
the uses of DNA analysis to establish the origin of 
valuable plant crops, help to enforce laws to protect 
wildlife, and perform biological research.
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than does PCR, and the DNA must be intact and unde-
graded (the FBI accepts RFLPs of four types for case 
comparison). Crime-scene evidence that is old or pres-
ent only in small amounts is often unsuitable for RFLP 
testing. Warm, moist conditions may accelerate DNA 
degradation, rendering it unsuitable for RFLP testing in 
a relatively short period of time. Because of this, RFLP 
is not used as often for DNA testing as it once was.

PCR-based testing requires less DNA than RFLP 
testing and is still effective if the sample is partially 
degraded. However, PCR-based tests are also extremely 
sensitive to contamination by foreign DNA at the 
crime scene and within the laboratory.

Fortunately it is not necessary to catalog every 
base pair in an individual’s DNA to arrive at a unique 

How Is DNA Typing Performed?

Only a tenth of 1% of DNA (about 3 million bases) dif-
fers from person to person. These variable regions can 
generate a DNA profile of an individual, using samples 
from blood, bone, hair or other body tissues containing 
a nucleus with DNA. In criminal cases, this generally 
involves obtaining samples from crime-scene evidence 
and a suspect, extracting the DNA, and analyzing it for 
the presence of a set of specific DNA regions.

There are two main types of forensic DNA testing: 
one based on restriction fragment length polymor-
phism (RFLP) and the other on the polymerase chain 
reaction (PCR) (see Figure 8.1 for an illustration of an 
RFLP). Generally, RFLP testing requires larger samples 

FIgure 8.1 restriction Fragment Length Polymorphisms (rFLPs) Can Be used 
to Produce DNA Fingerprints Restriction enzymes recognize a short sequence of 
nucleotides and cut the DNA. Random mutations interfere with enzyme recognition, cre-
ating different lengths of DNA (not cut if mutated). The pattern of these cut fragments 
(when separated on a gel by electrophoresis) can be used to determine similarities and 
differences. Human DNA fingerprinting has moved to STR analysis largely because of the 
need for considerably less DNA for the PCR process. Individual 1 in the figure has three 
cut sites in his DNA, while individual 2 has only 2. The banding patterns resulting from 
the electrophoretic separation shows the differences.
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8.2 preparing a DNA Fingerprint

Preparing a DNA fingerprint requires specimen 
collection, DNA isolation and quantification, and PCR 
amplification. We discuss these steps in detail on the 
following pages.

specimen Collection
Crime scene investigators routinely search for sources 
of DNA: dirty laundry, a licked envelope, a cigarette 
butt, or anything else that might be a source for 
human cells left behind. Tiny blood stains or a trace of 
saliva is often all it takes to crack a case.

Every living thing has DNA, so every crime scene 
is full of sources of possible contamination. For this 
reason, scrupulous attention to detail is required in 
collecting and preserving evidence. To protect the 
evidence, workers at a crime scene must take the fol-
lowing precautions (see FBI website for a full list of 
precautions):

■	 Wear disposable gloves and change them  
frequently.

■	 Use disposable instruments (such as tweezers and 
swabs).

■	 Avoid talking, sneezing, and coughing to prevent 
contamination with microdroplets of saliva.

fingerprint. Instead, DNA profiling depends on only a 
small portion of the genome. Every strand of DNA is 
composed of both active genetic information, which 
codes proteins, and inactive DNA, which does not. 
Some of these inactive portions contain repeated 
sequences of between 1 and 100 base pairs (see 
Chapter 3 for a review). These sequences, called 
variable number tandem repeats (VNTRs), are 
of particular interest in determining genetic identity. 
Every person has some VNTRs that were inherited 
from his or her mother and father. No person has 
VNTRs that are identical to those of either parent 
(this could only occur as a result of cloning). Instead, 
the individual’s VNTRs are a combination of repeats 
of those of the parents’ DNA regions in tandem. The 
uniqueness of an individual’s VNTRs provides the sci-
entific marker of identity known as a DNA fingerprint.

DNA fingerprints produced by PCR are usually 
restricted to detecting the presence of microsatellites 
(Figure 8.2), which are one- to six-nucleotide repeats 
dispersed throughout chromosomes. Because these 
repeated regions can occur in many locations within 
the DNA, the probes used to identify them complement 
the DNA regions that surround the specific microsatel-
lite being analyzed. The small size of these repeated seg-
ments has resulted in the term short tandem repeat, 
or STR. The FBI has chosen 13 unique STRs to test for 
DNA profiles contained within their Combined DNA 
Index System, or CODIS, as seen in Figure 8.3.

Figure 8.2 Anatomy of a DNA Microsatellite A microsat-
ellite is a variable number of repeated nucleotides (like TTA) 
that occur in specific locations in the genome. Using primers 
for the flanking regions on the ends of the microsatellite 
allows for amplification using PCR (from both directions).  
Individual inherit a specific number of these repeats from  
their parents, but the number of repeats varies for unrelated 
individuals, forming a distinct pattern or DNA fingerprint.
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Figure 8.3 human short tandem repeat patterns The 
FBI has chosen 13 unique STR regions (shown on human  
chromosomes) for analysis and comparison in its library of DNA 
fingerprints. DNA primers for the flanking regions of these sites 
are commonly found in PCR kits that amplify these sites. After 
DNA sequencing, the results indicate the number of repeats for 
each homologous chromosome at that site and constitute a 
DNA fingerprint for that individual.

TPOX

D3S1358D3S1358

D5S818

CSF1PO
FGA D7S820

D8S1179
TH01

VWA

D13S317
D16S539 D18S51 D21S11

AMEL

AMEL

13 YX222120191817161514

1 12111098765432

13 CODIS Core STR Loci
with Chromosomal Positions

image courtesy of National Institute of Health



1978.2 Preparing a DNA Fingerprint

Figure 8.4). The primers behave much like probes 
and seek out complementary sections of the DNA. 
Once the complementary segment of DNA is located, 
copying begins using a device called a thermal cycle 
(see Chapter 3). Figure 8.4 illustrates PCR as used in 
DNA amplification for fingerprinting. With the aid of 
the enzyme Taq polymerase and DNA nucleotides, 
cycles of heat and cold cause the DNA to separate and 
replicate repeatedly. Within hours, the DNA segments 
can be increased by millions or even billions. That 
rapid growth presents a possible problem: PCR is very 
sensitive to contamination, and a small error in field 
or laboratory procedure can result in the duplication 
of a useless DNA sample a million times.

str Analysis
After STRs are amplified by PCR, the alleles are sepa-
rated and detected using capillary electrophoresis, 
which separates the lengths of amplified DNA, allow-
ing the number of repeats in each of the two alleles 
on homologous chromosomes to be determined. An 
STR contains repeated numbers of a short (typically 
three- to four-nucleotide) DNA sequence. The num-
ber of repeats within an STR is referred to as an allele. 
For instance, the STR known as D7S820, found on 
chromosome 7, contains between 5 and 16 repeats of 
GATA. Therefore, there are 12 different alleles possi-
ble for the D7S820 STR sequence. An individual with 
D7S820 alleles 10 and 15, for example, would have 
inherited a copy of D7S820 with 10 GATA repeats 
from one parent and a copy of D7S820 with 15 GATA 

■	 Avoid touching anything that might contain 
DNA (like their own body parts) while handling 
evidence.

■	 Air-dry evidence thoroughly before packaging. 
Microbes can contaminate a sample.

■	 Store evidence in specifically designed materials: 
plastic bags can retain damaging moisture.

As this partial list shows, the enemies of evidence 
are everywhere. Sunlight and high temperatures can 
degrade DNA. Bacteria, busy doing their natural work 
as decomposers, can contaminate a sample before or 
during collection. A small amount of moisture can dam-
age and ruin a sample.

DNA fingerprinting is a comparative process. DNA 
from the crime scene must be compared with known 
DNA samples from the suspect. The ideal specimen used 
to compare evidence is 1 mL or more of fresh whole 
blood treated with an anticlotting agent called ethylene-
diaminetetraacetic acid (EDTA). This quantity of whole 
blood contains an adequate amount of leukocytes with 
nuclear DNA for testing. Unlike erythrocytes, which 
have no nuclear DNA, leukocytes contain the normal 
complement of human chromosomes. If a clean speci-
men cannot be obtained from the known source, all is 
not necessarily lost—DNA has been retrieved and suc-
cessfully analyzed from samples that were a decade old 
by amplifying the DNA used for comparison by PCR.

extracting DNA for Analysis
After a sample is collected from the known source, a 
lab technician is responsible for determining its genetic 
profile. First, the technician extracts the DNA from the 
sample. DNA can be purified either chemically (using 
detergents that wash away the unwanted cellular 
material) or mechanically (using pressure to force the 
DNA out of the cell). Once the DNA is extracted, 
the technician must follow several steps to transform 
the unique signature of that DNA into visible evidence.

pCr and DNA Amplification
Several thousand cells are required to do an RFLP 
analysis, more than can often be collected at a crime 
scene. Imagine a case in which the only evidence is 
the saliva on an envelope flap or a blood stain invisible 
to the naked eye. Because of this is, PCR is now nor-
mally used to “grow” or amplify the sample into an 
amount that can be analyzed,

PCR is much like a photocopier for DNA. The first 
step involves locating the portions of DNA that can be 
useful for comparison. Primers, or short pieces of 
DNA, are the tools used to find those portions on each 
DNA strand in the 5´ to 3´ direction (see arrows in 

Figure 8.4 Amplifying DNA at specific sites by pCr DNA 
primers for the flanking regions of CODIS sites results in DNA 
amplification at specific STR sites. Many PCR kits contain reac-
tion beads with multiple primers, making it possible to amplify 
DNA for multiple sites simultaneously.

Original DNA target region

Thermal cycle

PCR Copies DNA Exponentially
through Multiple Thermal Cycles

In 32 cycles at 100% efficiency, 1.07 billion
copies of targeted DNA region are created
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pared with evidence collected from a known source. 
During evaluation of the samples, analysts are look-
ing for alignment of the bands. If the samples are 
from the same person (or from identical twins), the 
bands or dots should line up exactly. All tests are 
based on exclusion. In other words, testing contin-
ues only until a difference is found. If no difference 
is found after a statistically acceptable amount of 
testing, the probability of a match is high. See if you 
agree with the exclusion of one individual as shown 
in Figure 8.6.

As we will see, such clear-cut visual evidence can 
be invaluable to crime investigators. Next we consider 
a few examples of DNA profiling in action.

the Narborough Village Murder Case Led 
to a New Method of DNA separation
The first reported use of genetic fingerprinting in a 
criminal case involved the sexual assault and murder of 
a schoolgirl in the United Kingdom in 1983. Sir Alex 
Jefferies and his colleagues, Dr. Peter Gill and Dr. Dave 
Werrett, developed techniques for extracting DNA and 
preparing profiles using old samples of human tissue. 
Gill also developed a method for separating sperm from 
vaginal cells, which allows fingerprints to be run on 
vaginal cells first and then sperm cells in order to pro-
vide comparison samples (Figure 8.7). In this method, 
a detergent breaks open vaginal cells but leaves sperm 
cells intact. Without these developments, it would be 
difficult to use DNA evidence to solve rape cases 
because sperm cells could not be located to compare 
them against known samples.

In this case, Jefferies and his colleagues compared 
DNA evidence collected from the murder scene with a 
semen sample from an earlier similar rape and mur-
der, and the analysis indicated that both crimes were 

repeats from the other parent. There are 12 different 
alleles for this STR, creating 78 different possible gen-
otypes, or pairs of alleles, for this one site. The large 
number of variations for each STR provides the vari-
ability that is needed to distinguish different individu-
als using DNA fingerprints. Figure 8.5 shows alleles 
of all 13 STR sites accepted by the FBI for CODIS.

8.3 putting DNA to use
DNA fingerprinting is similar to old-fashioned fin-
gerprint analysis in an important way. In both 
cases, evidence collected from a crime scene is com-

Figure 8.5 gene scan Display of all 13 strs accepted by 
CoDis Utilizing capillary electrophoresis to detect the ampli-
fied STR microsatellite DNA sequences, it is possible to deter-
mine the number of STRs. By comparing the patterns obtained 
as evidence, it can be determined if the DNA patterns are 
exactly the same or different. Note that none of the DNA fin-
gerprints shown are exact matches.
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Figure 8.6 Who is excluded by 
DNA Comparison? The DNA profiles 
shown below were taken from a crime 
scene. Knife stains A and B were 
found on the blade of a knife used in 
the crime, while stain C was found on 
the handle of the knife. All three 
stains were amplified for DNA analy-
sis. Two individuals were tested for a 
match to the DNA profiles. Read the 
conclusion from the figure and see if 
you agree with the analysis.

Case Mockup: Results

Conclusions: Dorothy Smith CAN be excluded from contributing to the DNA found on the
knife blade stains A and B. Jane Doe CANNOT be excluded from contributing to the DNA
found on the knife blade stains A and B.
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committed by the same man. At this point, the police 
had a prime suspect. However, when the DNA evi-
dence was compared with a DNA sample from the 
suspect’s blood, the DNA did not match. The prime 
suspect was therefore excluded from consideration.

The investigation continued. The police conducted 
the world’s first mass screening of DNA, collecting 
5,500 samples from the district’s male population. 
Using simple blood-typing tests, all but 10% of the ini-
tial group were quickly excluded (using RFLP analysis 
methods). After many grueling hours of analysis, the 
investigation had come to a standstill: none of the 
remaining profiles matched that of the rapist/killer.

Then came the lucky break. A man was overheard 
saying that he had given a sample in the name of a 
friend. When the man who had evaded the mass test-
ing was apprehended, his DNA was analyzed and 
found to be an exact match for the DNA in the semen 
specimens from the crimes. The suspect confessed and 
was sentenced to life in prison.

This case highlights one of the important limitations 
to the use of DNA evidence: unless there is a known 
sample to be used as a comparison, identity cannot 
be established. In the example shown in Figure 8.8, 
the blood samples from the victim and the suspect are 
known. By comparing these two known DNA finger-
prints, investigators were able to place the suspect at the 
scene of the crime based solely on the DNA fingerprints 
of the blood found on the suspect’s clothes.

is eyewitness testimony More reliable 
than DNA testing?
DNA evidence was first used in the United States in 
1987 and has since helped to resolve thousands of cases. 
A particularly important use of DNA evidence is to 
refute other erroneous evidence that has sometimes led 
to false convictions. DNA evidence is especially valuable 
when it is used to expose faulty eyewitness testimony. 
Eyewitness testimony, which might seem to be the gold 
standard of evidence, is actually quite fallible.

Figure 8.7 isolation of sperm DNA or Vaginal Cell DNA 
from Mixed sources DNA from a sperm cell can be fingerprinted 
to be compared with the profile gotten from a sperm sample 
obtained on a vaginal swab. The buffer, containing dithiothreitol 
(DTT), will break the sperm cell membrane and can be used to 
detect sperm DNA after vaginal DNA has been analyzed separately 
in mixed evidence (owing to the ability of the sperm cell mem-
brane to resist disruption until the addition of DTT).
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Figure 8.8 example of an exclusion Based on one str 
from a suspect At locus D5S818 (chromosome 5), person A 
has 9 repeats from his mother and 12 repeats from his father. 
Person B has 8 repeats from both his parents.
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World trade Center
Shortly after the twin towers of the World Trade Cen-
ter in New York City were destroyed by the terror 
attacks of September 11, 2001, forensic scientists came 
together and rapidly accelerated efforts to use DNA-
based techniques to identify the remains of victims. 
They were confronted with a tremendous amount of 
debris at the site, dangerous working conditions, heat 
and microbial decomposition of remains, and hun-
dreds of thousands of tissue samples from the nearly 
3,000 individuals lost. These issues made it evident 
that new strategies would need to be employed to 
quickly prepare and organize DNA profiles and com-
pare them with DNA profiles from relatives. How 
would scientists establish DNA identity for those who 
perished in over 1.5 million tons of rubble?

State agencies such as the New York Department 
of Health, and the medical examiner’s lab, and several 
federal agencies including the U.S. Department of 
Defense, National Institutes of Health, and the U.S. 
Department of Justice immediately responded to help 
with this task. Within 24 hours after the disaster, the 
New York City Police Department had established col-
lection points throughout the city where family mem-
bers could file missing persons reports and provide 
cheek cell swabs for DNA isolation. Personal items 
(combs, toothbrushes) from the missing were also col-
lected for DNA profiling.

Myriad Genetics, Inc., Gene Codes Forensics, DNA-
VIEW, Celera Genomics, Bode Technology Group, and 
Orchid Genescreen were among the companies assist-
ing in this effort. Several other companies were involved 
in developing new software programs to help match 
samples submitted by family members to DNA profiles 
obtained from World Trade Center victims. Available 
tissue samples primarily consisted of small bone frag-
ments and teeth, which provided fragmented DNA 
owing to degradation by the intense heat at the site. 
Because of this, forensic scientists primarily used STR, 
mitochondrial DNA (mtDNA), and SNP analysis of DNA 
fragments to develop profiles.

DNA analysis was conducted on over 15,000 tissue 
samples, although less than 1,700 of the estimated 
2,819 people who died at the site were ultimately iden-
tified. This tragedy forced the development of new 
forensic strategies for analyzing and organizing remains 
recovered from the site and, most importantly, pro-
vided closure for a number of families that lost loved 
ones in the attack.

south Asian tsunami
The South Asian tsunami of December 2004 was a 
tragedy that claimed over 225,000 lives and devas-
tated areas of Indonesia, Sri Lanka, and Thailand. The 

For example, in 1988, Victor Lopez, the so-called 
Forest Hills rapist, was tried for the sexual assault of three 
women. All three women had described their assailant as 
a black man when they reported the crime to the police. 
Because Lopez was not black, concerns were raised that 
this was a case of mistaken identity. Was Lopez an inno-
cent man falsely accused by the system? The blood of the 
accused was analyzed; it was then compared with sperm 
left at the scene and the DNA was a match. Lopez was 
found guilty of the attacks despite the contradictory eye-
witness testimony. Now let’s look at how much of what 
we have learned is admissible as evidence.

World events Lead to the Development of 
New technologies
When major disasters occur and large numbers of peo-
ple need to be identified, DNA comparisons are not 
enough. New methods of cataloging evidence have 
resulted in faster and more efficient comparisons to 
distinguish individuals.

should DNA Fingerprinting 
Be sped up to Apprehend 
repeat offenders?

Some criminals are arrested, spend less than a day in 
jail, and then commit crimes while they are out on bail. 
If police could quickly test suspects’ DNA, to see if it 
matches entries in crime databases, they might be able 
keep dangerous criminals in jail. Currently, most genetic 
tests take 24 to 72 hours, and by the time that the 
results are back, the suspects may have been released. 
A new test could make it almost as easy as matching 
fingerprints to compare DNA from people arrested for 
crimes with other DNA samples from crime scenes stored 
in forensic databases. With this test, police could check 
on whether a person’s DNA matched that found at past 
crime scenes while suspects were still being processed. 
A report on the fast forensic test appears in the August 
5, 2010, issue of the journal Analytical Chemistry. To 
increase the speed of forensic DNA testing, the sci-
entists built a chip that can copy and analyze DNA 
samples taken from a cotton swab. Forensic technicians 
collect DNA from by swabbing a suspect’s mouth, mixing 
the sample with a few chemicals, and warming it up. 
The DNA-testing-lab-on-a-chip does the rest. The entire 
process takes only 4 hours at present.

Is testing a suspect’s DNA upon arrest for speedy 
results a reasonable way to catch repeat offenders, or 
is it an invasion of privacy? You decide.

You DeCiDe
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8.4  DNA and the rules of evidence

Before DNA fingerprints could ever be used in a court 
of law, DNA fingerprinting had to meet the overarch-
ing legal standards regarding the admissibility of evi-
dence. Courts use five different standards to determine 
whether scientific evidence should be allowed in a 
case. The test used depends on the jurisdiction. When 
a new technique or method is used to collect, process, 
or analyze evidence, it must meet one or several of 
these standards before the evidence is accepted.

■ The relevancy test (Federal Rules of Evidence 401, 
402, and 403) essentially allows anything that is 
deemed to be relevant by the courts.

■ The Frye standard (1923) requires that the under-
lying theory and techniques used in gathering 

Michigan-based company Gene Codes modified their 
software system, called Mass Fatality Identifica-
tion System (M-FISys), to help with the Thailand 
Tsunami Victim Identification effort. Because M-FISys 
was essentially built in response to the 9/11 tragedy, 
Gene Codes did not have to write entirely new software 
and were able to customize M-FISys as necessary. In 
addition to analyzing mitochondrial DNA (see Section 
8.6), M-FISys incorporated male-specific variations in 
the Y chromosome, called Y-STRs, to aid in the identifi-
cation of individuals. Within 3 months, approximately 
800 victims had been identified.

Gene Codes also established the DNA Shoah Proj-
ect (shoah is the Hebrew name for the Holocaust), an 
effort to use M-FISys to establish a genetic database of 
Nazi-era Holocaust survivors with an overall goal to 
try and reunite an estimated 10,000 postwar orphans 
around the world.

Crime-Fighting tool or invasion of privacy?
In the Narborough murders, many 
individuals were tested because they 

all fit a general description: they were young men who 
lived in the area of the murders. This strategy led to the 
conviction of the killer, but mass testing, especially on 
the basis of a general description, is extremely contro-
versial. Opponents point out that more than 5,000 inno-
cent men were called on to give a sample of their blood 
during the investigation, and the guilty individual very 
nearly escaped detection despite these efforts. Such 
mass testing without due cause is now prohibited both 
in the United States and the United Kingdom. However, 
many people still believe that even the routine quest for 
DNA evidence during a criminal investigation continues 
to undermine the fundamental right to privacy.

Of particular concern are DNA-profiling databases. 
Computer-searchable collections of DNA data are now 
authorized by all 50 states. Many states have also 
registered the DNA profiles they collect on CODIS, the 
Combined DNA Index System run by the FBI. In addi-
tion to profiles of convicted offenders, CODIS contains 
a compilation of unidentified DNA profiles taken from 
crime scenes, and some advocates are calling for add-
ing DNA profiles of all people arrested for any offense. 
Some states have even proposed that DNA profiles be 
taken from all individuals at the time of birth to create 
databases that might be used to identify criminals by 
matching DNA profiles from their relatives.

In early 2007, the federal government proposed that DNA 
profiles from more than 400,000 illegal immigrants and  
detainee captives in the war on terrorism be added to CODIS.

By comparing the databases, law enforcement officers 
can identify possible suspects when no prior suspect 
exists. (Visit the CODIS FBI website to see how the 
information is used in solving crimes.)

Opponents do not argue with the potential useful-
ness of the databases, but they are concerned that the 
technology could be abused. They point out that taking 
a blood sample is a more invasive process than taking 
a set of fingerprints. In some cases, the courts have 
agreed and determined that DNA collection is a viola-
tion of state and federal laws prohibiting unreasonable 
search and seizure. There is also the possibility that 
DNA information could someday be used to discriminate 
against job seekers or those applying for health insur-
ance. Even though profiles are based on “junk” DNA and 
provide no information about genetic diseases or other 
traits, the original sample does contain an individual’s 
complete DNA. On this basis, some demand that all 
samples be destroyed after investigation of a specific 
case is completed.

Proponents of DNA collection point out that the 
databases are regulated and secure, and samples are 
not obviously identified with the name of the source. 
Only trained professionals collect the blood samples, 
and the procedure presents no significant health risk 
to the donor. Is the routine collection of blood and 
the compilation of DNA databases a reasonable tool in 
the effort to fight crime or an unwarranted invasion of 
privacy? Should investigators be allowed to conduct the 
type of mass screening used in the Narborough case? 
You decide.

You DeCiDe
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human error and sources of Contamination
One of the greatest threats to DNA evidence is human 
error. Earlier, we reviewed some of the precautions 
that crime scene investigators take to preserve and col-
lect DNA evidence. A sneeze, improper storage, failure 
to label every single sample—these seemingly small 
mistakes can result in the destruction of evidence. Even 
if DNA evidence is not degraded by careless handling or 
bad conditions, it can be disregarded if the “chain of 
evidence” is suspect, as we saw in the example of the 
O. J. Simpson trial The chain of evidence requires that 
the collection of evidence be systematically recorded 
and access to the evidence must be controlled. Crime 
scene sample collection presents challenges, but even 
the collection of samples in a controlled environment, 
such as a morgue, is also problematic. Studies of 
morgue tables and instruments have found that the 
DNA of at least three individuals is often present. That 
DNA could certainly confuse the results of any analysis 
undertaken on samples collected in that environment.

DNA evidence is also vulnerable to damage during 
analysis (for example, DNA from the technician’s body 
or from other sources can be inadvertently added to the 
sample). Defined standards of laboratory practice and 
procedure can help guard against these errors, how-
ever. When DNA evidence was a new idea, laboratories 
were not regulated and serious errors were made. Con-
sider the case of New York v. Castro, which involved the 
murder of a woman and her 2-year-old child. The pros-
ecution presented autorads (RFLPs) produced with the 
Southern blot method of the suspect’s DNA and crime 
scene DNA and claimed that they matched. However, 
as an expert witness for the defense pointed out, the 
bands most certainly did not match. In this case, techni-
cians made errors during their analysis and evaluation 
of the autorads. Fortunately, because the standards for 
the admissibility of evidence are high and the defense 
had access to DNA experts as well, these errors did not 
lead to a fatal miscarriage of justice. The suspect could 
not be linked to the crime with this evidence.

One step to ensure the reliability of DNA is to make 
certain that laboratories that process samples adhere to 
consistently high standards. The American Society of 
Crime Laboratories Directors (ASCLD), the National 
Forensic Science Technology Center (NSFTC), and the 
College of American Pathologists (CAP) all provide 
accreditation to forensic laboratories. Proficiency test-
ing of technicians has become a basic requirement for 
employment. These exams include “blind” tests in 
which the technician is unaware that the sample being 
processed is actually a test sample submitted by the cer-
tifying organization. In addition, the FBI has developed 
a standard operating procedure for the handling and 
DNA typing of evidence in criminal cases. With clear 

evidence have “been sufficiently used and tested 
within the scientific community and have gained 
general acceptance.” This is known as a general 
acceptance test.

■ The Coppolino standard (1968) allows new or 
controversial science to be used if an adequate 
foundation can be laid, even if the profession as a 
whole is not familiar with the new method.

■ The Marx standard (1975) is basically a common-
sense test that requires that the court be able to 
understand and evaluate the scientific evidence 
presented. This is sometimes referred to as the  
no-jargon rule.

■ The Daubert standard (1993) requires special 
pretrial hearings for scientific evidence. Under 
the Daubert standard, any scientific process used 
to gather or analyze evidence must have been 
described in a peer-reviewed journal.

The goal is to make certain that the scientific 
methods and expertise used to provide evidence are 
trustworthy.

DNA Fingerprinting and the  
Chain of evidence
DNA analysis was a relatively new forensic tool when 
the Los Angeles Police Department used it in the infa-
mous O. J. Simpson trial in 1994. Simpson’s ex-wife, 
Nicole Brown Simpson, and her friend Ronald Gold-
man were murdered, and Simpson was the primary 
suspect. Forty-five samples were collected for DNA 
analysis from the crime scene. During pretrial proceed-
ings, it was announced that the DNA collected at the 
crime scene matched that of O. J. Simpson.

Defense lawyers immediately attacked the proce-
dures used in collecting, labeling, and testing the 
evidence. During the trial, the defense showed a vid-
eotape of the sample-collection methods and drew on 
expert testimony to establish doubt about the reliabil-
ity of the evidence submitted. The defense stressed 
that contamination could have occurred when a tech-
nician touched the ground, when plastic bags were 
used to store wet swabs, and when sample collection 
tweezers were rinsed with water between touching 
samples. While on the stand, one prosecution witness 
admitted to mislabeling a sample. The possibility that 
the evidence might be tainted was obvious to both the 
court and the jury. As a result, the DNA evidence, 
which had been expected to make the case for the 
prosecution, was not effective. O. J. Simpson was found 
not guilty. When the chain of evidence is broken—when 
the rules of evidence are not followed—DNA samples 
lose their value in court.
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between two individuals. An obvious use of this is in 
paternity testing (Figure 8.9). Every year, roughly 
400,000 paternity suits are filed in the United States, 
Canada, and the United Kingdom. Given samples from 
the child and adults involved, verifying the child’s 
parentage, and resolving child support or custody dis-
putes is relatively easy. However, reproductive tech-
nologies—including in vitro fertilization, artificial 
insemination, and surrogacy—have introduced a few 
quirks into custody and paternity. DNA testing has 
helped untangle cases in the courts that involved 
sperm mixups in fertility clinics, for example. Thanks 
to amniocentesis, as shown in Figure 8.10, it is possi-
ble to verify a child’s parentage even before birth.

Mitochondrial DNA Analysis
Mitochondrial DNA analysis can be used to examine 
DNA from samples that cannot be analyzed by RFLP 
or STR. Nuclear DNA must be extracted from samples 
for use in RFLP, PCR, and STR, but mtDNA analysis 
uses DNA extracted from a cellular organelle called a 
mitochondrion. Older biological samples that lack 
nucleated cellular material, such as hair, bones, and 
teeth, cannot be analyzed with STR and RFLP, but 
they can be analyzed with mtDNA. All daughters have 
the same mitochondrial DNA as their mothers because 
the mitochondria of embryos come from the mother’s 
egg cell. The father’s sperm contributes only nuclear 
DNA and no mitochondria. Comparing the mtDNA 
profile of unidentified remains with the profile of a 
potential maternal relative can determine whether 
they share the same mtDNA profile and are related. 

guidelines in place and thorough training of those 
responsible for collecting and preserving evidence, the 
reliability of DNA evidence presented in court proceed-
ings should increase.

DNA and Juries
The use of DNA evidence also presents another chal-
lenge. To be useful, the science must make sense to 
the jury evaluating the case. Because DNA evidence is 
statistical in nature, the results can be confusing to a 
person without sufficient education, especially when 
large numbers are involved. When members of a jury 
panel hear there is “1 chance in 50 billion” that a ran-
dom match might occur, it is possible they may focus 
on that one possibility and discount the overwhelming 
odds against its happening. Oddly enough, the same 
jurors might accept a conventional fingerprint as more 
reliable evidence, even though studies have concluded 
that such evidence is actually less statistically valid. 
Making DNA evidence clear and comprehensible to 
jurors is not an easy task. And if the DNA evidence is 
not clearly understood, it may be disregarded.

8.5  Familial relationships and 
DNA profiles

Crime solving is not the only forensic application of 
DNA fingerprinting. Because family members have a 
small amount of DNA in common, relationships can 
be conclusively determined by comparing samples 

Figure 8.9 paternity  
Dispute A man has claimed 
not to be the father of a child, 
but DNA allelic comparison 
shows that the child received 
one allele from each parent. 
Follow the arrows from the par-
ents to the child to see how 
each parent contributed one of 
the two alleles (bands) that 
show in the DNA fingerprint of 
the child.
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their daughters while in prison had been taken and 
were being raised by others—often by the families of 
those who had murdered their parents.

The mothers sought help from the American Asso-
ciation for the Advancement of Science (AAAS), asking 
if genetic testing could be used to prove the identity of 
the stolen children. Through the perseverance of these 
women and the scientists who volunteered their help, 
the AAAS was able to prove that at least 51 children 
had been illegally adopted. DNA evidence was used in 
court to restore the children to their living relatives.

Y-Chromosome Analysis
The Y chromosome is passed directly from father to son, 
making the analysis of genetic markers on the Y chro-

mtDNA remains virtually the same from generation to 
generation, changing only about 2% to 4% every million 
years due to random mutation. Consequently relation-
ships can be traced through the unbroken maternal 
line, as shown in Figure 8.11.

mtDNA evidence was essential in reuniting fami-
lies torn apart in Argentina during the Falklands war 
in the early 1980s. During this repressive regime, the 
military government routinely arrested and ques-
tioned anyone suspected of subversive activity. Among 
those arrested were a number of young pregnant 
women. Roughly 15,000 of those arrested and ques-
tioned simply disappeared. After the collapse of the 
government in 1983, the mothers and grandmothers 
of these “disappeared” women became aware that the 
horrible crime might well be ongoing: babies born to 

Figure 8.10 DNA for paternity test-
ing For disputed paternity suits, it is  
possible to draw a few fetal cells from the 
fluid that surrounds the fetus (amniotic 
fluid) without harming the growing fetus. 
When cultured, these cells can be a source 
for DNA extraction and fingerprinting. When 
compared with the DNA of the suspected 
father, exclusion or inclusion of the individ-
ual can be determined.
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Figure 8.11 Maternal DNA  
pattern of inheritance Key genes 
for mitochondrial function (cell respi-
ration) are located in a small DNA 
ring in human mitochondria. Because 
mitochondria are contributed by the 
egg (only) before fertilization, DNA 
can be traced through the maternal 
line with fingerprinting of the mito-
chondrial DNA. Some genes in mito-
chondria show variations due to 
mutations (see top of gel at 8.6, 4.7 
vs. 4.5, 4.1 kilobases); others do not.
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mosome useful for tracing relationships among males or 
for analyzing biological evidence involving multiple 
male contributors. The Y chromosome can be analyzed 
with nuclear DNA (usually by PCR) methods.

8.6 Nonhuman DNA Analysis

Not every legal case is a matter of human identity. Many 
legal questions—as well as scientific quandaries—have 
been answered by examining the DNA fingerprints of 
plants and animals. Expensive plants, animals, and 
their biological products can be protected using their 
DNA profiles.

identifying plants through DNA
Ginseng is a valuable herbal product; the market for it 
is estimated to be $3 million in the United States 
alone, and the demand is also high in other countries. 
Currently, two major herbal products are referred to 
as ginseng. One is native to North America and the 
other to Asia. Oddly, Asian ginseng is the type most 
often sold in American health food stores. Most Amer-
ican ginseng—the rarer and more valuable of the two 
varieties—is exported to Asia. The two types of gin-
seng look almost identical, but they have very differ-
ent reputations. Asian ginseng purportedly boosts 
energy, whereas American ginseng is prized for its 
supposed ability to calm nerves. Manufacturers are 
now using DNA sequencing to help make the distinc-
tion between the two varieties. Confirming the origin 
of the product helps ensure quality control and pro-
tects the market for American ginseng products.

This same type of analysis is performed for other 
plants as well. A DNA profile used in quality control 
of squash seeds is shown in Figure 8.12. This quality 
control process allows the seed supplier to guarantee 

Figure 8.12 DNA profile of squash hybrids 
used as a Quality Control Analysis The anode 
is in the center of this gel with cathodes at the 
top and bottom. When the DNA from 96 seeds is 
loaded at the center of the gel, it will migrate to 
the cathodes during electrophoresis. The male 
parent plant donated the upper DNA band and the 
female donated the lower of the two bands of the 
hybrid offspring plant being tested. The hybrid 
plants all have both bands (one exception gives 
98.9% quality assurance of purity in 96 seeds 
tested). This level of hybridity (quality control) 
will increase the value of the seed to a grower 
depending on a high level of hybridity for the 
growing requirements.
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Fig 8.12

In addition to their use in legal proceed-
ings, DNA profiles from animals have 

been used in direct biological research. In 2002, it was 
reported that DNA analysis of the remaining bison herds, 
both public and private, indicated that the majority of 
bison have some domestic livestock as ancestors. There 
is no outward sign of the “hybrid” nature of these 
animals, but their heritage is clearly evident in their 
DNA. As a result of this research, steps can be taken to 
preserve the remaining “pure” herds.

Scientists have also found that chickadees, barn 
swallows, indigo buntings, and other species are not 
monogamous by examining the DNA of parent birds  
and their offspring to determine if the babies in the 
nest actually had different fathers.

In addition, mitochondrial DNA (mtDNA) analysis 
has proven to be a rich source of new information 
about evolutionary biology. Mitochondria are estimat-
ed to mutate at the rate of 2% to 4% per million years, 
which allows scientists to trace changes in gene 
frequency through time. Using frequency changes in 
mtDNA, scientists are able to differentiate between 
similar animal species and to examine the role of 
base substitution during evolution. Only a nanogram 
of mtDNA is required for direct sequencing identi-
fication. In fact, the “Eve hypothesis,” which used 
mtDNA evidence to trace a majority of people now  
living on earth to a single female ancestor from an-
cient Africa, is based on mtDNA analysis. The results 
of that study have now been compared with a similar 
human origins study following sequence variations in 
the Y chromosome.

DNA profiles Are Advancing 
Biological research

tooLs oF the trADe
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age of the kill. As part of their investigation of this 
eyewitness report, authorities collected blood samples 
from the den and compared the DNA from the den 
with that from the check station. The tests revealed 
that the DNA samples were from the same animal, 
even though the hunter, in an effort to evade prose-
cution, had claimed to have killed the bear 5 miles 
from the den. Because of the DNA evidence, he was 
found guilty.

DNA profiling is regularly conducted by wildlife 
management authorities in such cases. Figure 8.13, 
for example, shows DNA profiles for four deer that 
were killed by a hunter with a permit to kill only one 
deer. Armed with the tools of DNA fingerprinting, 
wildlife managers have improved their ability to prove 
that game has been taken beyond the limits set by 
regulations.

DNA tagging to Fight Fraud
A highly effective barrier to product counterfeiting 
and piracy is possible by using DNA as an authenti-
cation label hidden in a wide variety of products. 
Virtually anything of value, from fine art to sports 
memorabilia, can have DNA incorporated into it; the 
DNA labels can then be detected using PCR or 
hybridization techniques to verify authenticity. For 
example, footballs in the 2011 Super Bowl were 
encoded with DNA to authenticate them as official 
products of the National Football League. During the 
2010 Sydney Summer Olympics, DNA Technologies 
of Halifax, Nova Scotia, tagged 34 million labels with 

a specific degree of genetic hybridity, thus increasing 
the seeds’ value to growers, who depend on these 
traits to sell their high-value crops.

Another interesting “paternity” case of the plant 
world involves the ancestry of cabernet sauvignon 
grapes, which are prized for wine production. Hybrid 
grapes are considered inferior by some wine purists 
and legally excluded from bearing the prestigious dis-
tinction appellation d’origine contrôlée in France. When 
scientists examined the DNA of cabernet sauvignon 
plants, it was evident that two other varieties of grapes, 
cabernet franc and sauvignon blanc, were the ances-
tors of cabernet sauvignon. This finding challenges the 
old notion that varieties derived from crossbreeding 
are inherently less valuable as wine grapes.

Animal DNA Analysis
DNA evidence has also been used to generate genetic 
profiles of animals. For example, in Pennsylvania, 
DNA fingerprinting was used to prove that a hunter 
had killed a bear illegally. The bear-hunting season in 
that state is designed to protect pregnant sows. A law 
making it illegal to kill bears in their dens ensures that 
a large portion of the breeding female population will 
be protected from loss during the season. In this case, 
a witness reported seeing a hunter discharge his rifle 
into a bear’s den. The hunter had registered his kill at 
the appropriate check station (without disclosing the 
circumstances under which it was shot), where one of 
the harvested bear’s premolars was removed, as speci-
fied by state hunting regulations, to verify the sex and 

Figure 8.13 Validation of Microsatellite evi-
dence in a Deer poaching Case Two deer (ille-
gally shot) were found by the side of the road. A 
suspect had a blood stain (deer) in the trunk of his 
car. The DNA matched one of the deer, and the sus-
pect was convicted, fined $2,000, and spent a year 
in jail. The microsatellite STRs of California mule 
deer had to be discovered to perform the analysis 
shown below.
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MAkiNg A DiFFereNCe
As the cost of sequencing the human genome becomes more 
affordable, the information gained from comparing multiple 
human genomes becomes more valuable. The human refer-
ence genome, a mosaic of DNA sequences derived from sev-
eral individuals, was first created in 2001 and has been used 
since then as the basis for comparison in genomic research. 
In 2010, researchers at the University of Washington, led by 
Evan Eichler, Ph.D., have discovered 2,363 DNA sequences 
that were not charted in the original human reference se-
quence. Since each segment of the human reference sequence 
is from a single person, it is possible that they did not pos-
sess the newly discovered sequences. This may not be sur-
prising when you consider that about 80% of the original 
reference genome came from eight people. The researchers 
found that some of these newly discovered sequences were 
common or rare in different populations and that some of 
them were present in different mammal species (chimpan-
zee, Bornean orangutan, Rhesus monkey, house mouse, 
Norway rat, dog and horse). The 1,000 Genomes Project (an 
international effort to fully sequence the genomes of 1,000 
anonymous individuals) and other genome studies are accu-
mulating a considerable amount of data on the human DNA 
sequence that will be mapped to the original (and incom-
plete) reference genome. The process of DNA sequencing is 
largely technical and represents a significant opportunity for 
those who will be contributing to the “latest reference human 
genome,” which will provide valuable information for DNA 
technology.

QuestioNs & ACtiVities

Answers can be found in Appendix 1.

 1. Explain what is meant by a polymorphic DNA 
locus.

 2. How do polymorphic DNA sequences (e.g., 
VNTRs) affect someone?

 3. How many STR bands found in a child’s DNA 
should occur in the DNA fingerprint of the father? 
The mother?

 4. Why is PCR-based DNA fingerprinting used in 
forensics more commonly than RFLP?

 5. How could contaminants from the technician pos-
sibly affect a DNA fingerprint?

 6. Why is eyewitness testimony considered less reli-
able than DNA evidence? (Give an example.)

 7. How was it possible to prove that cabernet sauvi-
gnon was a cross between cabernet franc and sau-
vignon blanc?

specific DNA strands and then the labels were 
attached to Olympic-licensed merchandise. Random 
inspections of merchandise vendors in Sydney 
revealed that nearly 15% of the merchandise sold as 
officially licensed was in fact counterfeit, contribut-
ing to nearly $1 million in lost sales.

Earlier, you learned why DNA is a good forensic 
marker. These same reasons make DNA a good 
physical marker that is difficult to counterfeit. Typi-
cally, DNA for labels incorporate random single-
stranded sequences from 20 to several thousand 
nucleotides long. These strands are then mixed into 
ink, cloth, threads, or other materials used in the 
product to be tagged. To determine whether an 
item is authentic, the portion thought to contain 
the DNA tag is removed and analyzed by PCR, or 
probes are added to the component that will fluo-
resce if they hybridize with the single-stranded tags 
in the product. DNA tagging has become a com-
monly used tool to combat counterfeiting.

Laboratory technicians are commonly 
employed in DNA fingerprinting labs 
to perform tests on evidence collected 
from crime scenes. These technicians 

must be able to follow directions with great accuracy. 
They must take great care to keep the work area clean 
so as to prevent contamination. In fact, all techni-
cians working in law enforcement labs must pass a 
quantitative analysis course as a condition of employ-
ment. Technicians frequently may be required to work 
in a special “clean room” environment wearing sani-
tary gowns. Salaries range from $21,000 to $35,000 
for an entry-level worker to $25,000 to $60,000 for 
more experienced technicians.

Most employers look for individuals with a bach-
elor’s degree in biology, biochemistry, or molecular 
biology. Some hire applicants with a specialized  
associate’s degree in biotechnology and laboratory 
experience. Hands-on laboratory experience is a  
critical skill in this position and may be gained 
through course work, internships, and on-the-job 
training. However, technicians also need good math 
and communication skills. Writing is especially im-
portant because lab notebooks are considered legal 
documents. Strong computer skills are also neces-
sary. Opportunities for advancement to research as-
sociate, especially for those with a bachelor’s degree, 
are good.

Laboratory technician

CAreer proFiLe
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 8. What result would you expect if you performed 
a quantitative DNA test (slot blot) with twice the 
amount of DNA? Why would you do it?

 9. How many errors can you count when you watch 
an episode of Crime Scene Investigation?

 10. Give at least one example of how mtDNA  
evidence has been used.

Visit www.pearsonhighered.com/biotechnology
To download learning objectives, chapter summary, 
“Keeping Current” web links, glossary, flashcards, and 
jpegs of figures from this chapter.

www.pearsonhighered.com/biotechnology
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Bioremediation
After completing this chapter, you 
should be able to:

■ Explain what bioremediation is 
and describe why it is important.

■ Describe advantages of 
bioremediation strategies over 
other types of cleanup approaches.

■ Name common chemical pollutants 
that need to be cleaned up 
in different zones of the 
environment.

■ Distinguish between aerobic and 
anaerobic biodegradation and 
provide examples of microbes that 
can contribute to bioremediation.

■ Explain why studying genomes 
of organisms involved in 
bioremediation is an active area  
of research.

■ Define phytoremediation and 
understand how it can be used to 
clean up the environment.

■ Discuss how in situ and ex 
situ approaches can be used 
to bioremediate soil and 
groundwater.

■ Discuss the roles of bioremediation 
at a wastewater treatment plant.

■ Provide examples of how 
genetically modified organisms 
can be used in bioremediation.

C h A p t e r

 9 

Landfills around the world are overflowing with tons of garbage that 
are generated each day. Bioremediation has great potential for cleaning 
up chemicals in the environment, reducing waste in landfills, and even 
producing energy from society’s garbage.
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Our environment is being threatened with alarm-
ing frequency. The air we breathe, the water we 
drink, and the soil we rely on to grow plants for 

food are all being contaminated as a direct result of 
human activities. The average American generates 
approximately 5 pounds of garbage per day—over 
1,700 pounds of trash in a year per person, leading to 
a total of about 250 million tons of trash every year. 
Only about one-third (some 83 million tons) of this 
trash is recycled or composted; the remainder goes 
into landfills. Yet household wastes are a relatively 
small part of the problem. Pollution from industrial 
manufacturing wastes as well as from chemical spills, 
household products, and pesticides has led to contami-
nation of the environment. An increasing number of 
toxic chemicals are presenting serious threats to the 
health of environments throughout the world and to 
the organisms that live there.

Just as biotechnology is considered to be a key to 
identifying and solving human health problems, it is also 
a powerful tool for studying and correcting the poor 
health of polluted environments. In this chapter we 
consider how biotechnology can help solve some of our 
pollution problems and create cleaner environments for 
humans and wildlife through bioremediation.

ForeCAsting the Future
There are many exciting potential future directions for 
bioremediation. Among the most likely areas of sub-
stantial progress will be global efforts in bioprospecting 
to find previously undiscovered metabolizing microbes 
and studying the genomics of these microbes to design 
pollution-degrading bacteria and plants. For example, in 
this chapter we discuss how scientists are analyzing oil- 
degrading microbes discovered in the Gulf of Mexico at the 
site of the Deepwater Horizon oil spill. Creating genetically 
engineering microbes and plants to degrade particularly 
toxic and harmful pollutants such as heavy metals and 
radioactive compounds will continue to be a focus of 
bioremediation, as will using bioremediation microbes as 
an energy source. Also, keep an eye out for applications of 
synthetic biology to artificially create new types of metab-
olizing microbes with synthetic genomes including genes 
customized for degrading specific pollutants.

9.1 What is Bioremediation?

Bioremediation is the use of living organisms such as 
bacteria, fungi, and plants to break down or degrade 
chemical compounds in the environment. It takes 
advantage of natural chemical reactions and processes 
through which organisms break down compounds to 

obtain nutrients and derive energy. Bacteria, for exam-
ple, metabolize sugars to make adenosine triphosphate 
(ATP) as an energy source for cells. But in addition to 
degrading natural compounds to obtain energy, many 
microbes have developed unique metabolic reactions 
that can be used to degrade human-made chemi-
cals. Bioremediation cleans up environmental sites 
contaminated with pollutants by using living organ-
isms to degrade hazardous materials into less toxic 
substances.

Bioremediation is not a new application. Humans 
have relied on biological processes to reduce waste 
materials for thousands of years. In the simplest sense, 
the outhouse—which relied on natural microbes in 
soil to degrade human wastes—was an example of 
bioremediation. Similarly, sewage treatment plants 
have used microbes to degrade human wastes for 
decades. But as you will learn in this chapter, modern 
applications in bioremediation involve a variety of 
new and innovative strategies to clean up a wide range 
of toxic chemicals in many different environmental 
settings.

Taking advantage of what many microbes already 
do is only one aspect of bioremediation. One of its key 
purposes is to improve natural mechanisms and 
increase rates of biodegradation to accelerate cleanup 
processes. In this chapter, we explore some of the 
ways in which scientists can stimulate microbes and 
other organisms to degrade a variety of wastes in many 
different situations. Another important aspect of biore-
mediation is the development of new approaches for 
the biodegradation of waste materials in the environ-
ment, which can involve using plants and genetically 
modified microorganisms.

Why is Bioremediation important?
Our quality of life is directly related to the cleanliness 
and health of the environment. We know that envi-
ronmental chemicals can influence our genetics and 
that some chemicals can act as mutagens, leading to 
human disease conditions. Clearly, there is reason to be 
concerned about both short- and long-term chemical 
exposure and the effects of environmental chemicals 
on humans and other organisms.

According to some estimates, over 200 million tons 
of hazardous materials are produced in the United 
States each year. Accidental chemical spills can and do 
occur, but these events typically are contained and 
cleaned up rapidly to minimize their impact on the 
environment. More problematic, however, are illegal 
dumping practices and sites contaminated through 
neglect, such as abandoned warehouses, where stored 
chemicals may leak into the environment. In 1980, the 
U.S. Congress established the Superfund Program as 
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an initiative of the U.S. Environmental Protection 
Agency (EPA) to counteract careless and even negli-
gent practices of chemical dumping and storage as well 
as to express concern over how these pollutants might 
affect human health and the environment. The pri-
mary purpose of the Superfund Program is to locate 
and clean up hazardous waste sites in order to protect 
U.S. citizens from contaminated areas.

One in every five Americans lives within 3 to  
4 miles of a polluted site treated by the EPA. In the 
more than 25 years since Superfund began, the EPA 
has cleaned up more than 700 sites in the United 
States. Nevertheless, well over 1,000 sites await 
cleanup, and Department of Energy estimates suggest 
as many as 220,000 sites need remediation, with many 
new sites identified each year. Estimates for the 
cleanup costs of currently identified polluted areas in 
the United States are in excess of $1.5 trillion. The 
extent of contamination of other sites and the number 
of sites requiring cleanup will likely push that estimate 
much higher. Clearly environmental pollution in the 
United States is an important problem that is receiving 
a lot of attention. In many other countries, environ-
mental pollution is an even greater problem. To learn 
more about the Superfund Program, visit the Superfund 
website, which is listed on the Companion Website. 
Through this site you can also check on contaminated 
environments close to where you live that are on the 
Superfund priority list for cleanup.

Through the National Institute of Environmental 
Health Sciences, a division of the National Institutes of 
Health, the United States started a program called the 
Environmental Genome Project. A primary pur-
pose of this project is to study and understand the 
impacts of environmental chemicals on human dis-
ease. This includes the study of genes that are sensitive 
to environmental agents, learning more about detoxi-
fication genes, and identifying single-nucleotide poly-
morphisms that may be indicators of environmental 
impacts on human health. Ultimately, this project will 
generate genome data enabling scientists to carry out 
epidemiological studies that will help them not only to 
better understand how the environment contributes 
to disease risk but also how specific diseases are influ-
enced by environmental exposure to chemicals.

We know that pollution is a problem that can 
affect human health. However, there are many ways 
to clean up pollutants, so why use bioremediation? 
We could physically remove contaminated material 
such as soil or chemically treat polluted areas, but 
these processes can be very expensive and, in the case 
of chemical treatments, can create more pollutants 
that themselves require cleanup. A major advantage of 
bioremediation is that most such approaches convert 
harmful pollutants into relatively harmless materials 

such as carbon dioxide, chloride, water, and simple 
organic molecules. Because living organisms are used 
for the cleanup, bioremediation processes are gener-
ally cleaner than other types of cleanup strategies.

Another advantage of bioremediation is that many 
cleanup approaches can be conducted at the site (in 
situ) of pollution. Because the contaminated materials 
do not need to be transported to another site, a more 
complete cleanup is often possible without disturbing 
the environment. In the next section, we consider 
some of the basic principles of bioremediation in terms 
of common chemical pollutants and the environments 
they pollute. We also discuss some of the microbes and 
reactions that are important for bioremediation.

9.2 Bioremediation Basics

Naturally occurring marshes and wetlands have 
excelled at bioremediation for hundreds of years. In 
these environments, plant life and microbes can absorb 
and degrade a wide variety of chemicals and convert 
pollutants into harmless products. Before we discuss 
how living organisms can degrade pollutants, we will 
first consider areas of the environment that require 
cleanup and take a look at some of the common chem-
icals that pollute the environment.

What needs to Be Cleaned up?
Unfortunate as it may be, the answer to this question 
is that almost everything needs to be cleaned up. 
Soil, water, and sediment (a combination of soil and 
decaying plant and animal life located at the bottom 
of a body of water) are the most common treatment 
environments that require cleanup by bioremedia-
tion, although new bioremediation approaches are 
being developed to detect and clean up air pollution. 
Each area presents its own complexities for cleanup 
because the type of bioremediation approach used 
typically depends on site conditions. For instance, it 
should not surprise you that approaches for cleaning 
up soil can be very different from those used to clean 
up water. Similarly, surface water often needs to be 
treated differently than subsurface water (called 
groundwater).

Pollutants enter the environment in different ways 
and affect diverse components of the environment. In 
some cases, pollutants enter the environment through a 
tanker spill, a truck accident, or a ruptured chemical tank 
at an industrial site. Of course, depending on the location 
of the accident, the amount of chemicals released, and 
the duration of the spill (hours versus weeks or years), 
different parts or zones of the environment may be 
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affected. Figure 9.1 provides an example of a leaking 
chemical tank at an industrial plant. It may initially 
contaminate only surface and subsurface soils; how-
ever, if large amounts of chemicals are released and 
the leaky tank goes undetected for a long time, chemi-
cals may move deeper into the soil. Following heavy 
rains, these same chemicals may create runoff that can 
contaminate adjacent surface water supplies such as 
ponds, lakes, streams, and rivers. Chemicals may also 
leak through the ground, creating leachate. Leachate 
can cause contamination of groundwater, including 
aquifers—deep pockets of underground water that are 
a common source of drinking water.

Chemicals may also enter the environment 
through the release of pollutants into the air, which 
can become trapped in clouds and contaminate surface 
water and then the groundwater when it rains. This is 
what causes acid rain, for example. Pollutants from 
industrial manufacturing, landfills, illegal dumps, pes-
ticides used for agriculture, and mining processes also 
contribute to environmental pollution. Because the 
bioremediation approach used to clean up pollution 
depends on the treatment environment, cleaning up 
soil is very different from cleaning up water. How bio-
remediation is used also depends on the types of 
chemicals that need to be cleaned up.

Chemicals in the environment
Techniques for using bioremediation to degrade human 
wastes at a sewage treatment plant are quite differ-
ent (and somewhat simpler) than those used to 

degrade the variety of chemicals that exist in the 
environment. Everyday household materials such as 
cleaning agents, detergents, perfumes, caffeine, insect 
repellents, pesticides, fertilizers, perfumes, and medi-
cines appear in our wastewater. Increasingly 
researchers are also finding that U.S. waterways con-
tain prescription and over-the-counter drugs, includ-
ing contraceptives, painkillers, antibiotics, cholesterol-
lowering drugs, antidepressants, anticonvulsants, and 
anticancer drugs. Other chemicals that make their way 
into the environment are the products of industrial 
manufacturing processes or, as discussed earlier, the 
result of accidents.

Numerous chemicals from many different sources 
are common pollutants in the environment. Table 9.1 
lists some of the most common categories of chemi-
cals in our environment that require cleanup. Many 
of these chemicals are known to be potential muta-
gens and carcinogens—compounds that cause can-
cer. Although we do not discuss the health effects of 
chemical pollutants in any detail, most of these 
chemicals are known to cause illnesses ranging from 
skin rashes to birth defects and different types of 
cancer, and they can poison animal and plant life. 
Quite simply, the presence of pollutants in an envi-
ronment leads to an overall decline of the environ-
ment along with the health of the organisms living 
within it.

In addition to the type of spill and the cleanup 
environment, the type of chemical pollutant also 
affects the types of cleanup organisms and approaches 
that can be used for bioremediation. Throughout this 
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Figure 9.1 treatment environ-
ments and Contamination Zones 
Chemical spills can create a number of 
treatment environments and zones of 
contamination that may be targets for 
bioremediation. A spill from a leaking 
chemical tank, which may be located 
above the ground or below the sur-
face, can release materials that con-
taminate surface soil, subsurface soil, 
surface water, and groundwater. In 
this example, pollution of the aquifer 
threatens the health of individuals liv-
ing in houses adjacent to the spill, 
who rely on the aquifer as a source of 
drinking water.
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chapter we consider strategies for cleaning up many of 
the pollutants listed in Table 9.1.

Fundamentals of Cleanup reactions
Microbes can convert many chemicals into harmless 
compounds either through aerobic metabolism 
(reactions that require oxygen [O2]) or anaerobic 
metabolism (reactions in which oxygen is not 
required). Both types of processes involve oxidation 
and reduction reactions. You must have a basic familiarity 

with oxidation and reduction reactions if you are to 
understand biodegradation.

oxidation and reduction reactions
Oxidation involves the removal of one or more elec-
trons from an atom or molecule, which can change 
the chemical structure and properties of a molecule. 
In the case of a chemical pollutant, oxidation can 
make the chemical harmless by changing its chemical 
properties. Oxidation reactions often occur together 
with reduction reactions. During reduction, an atom 

 tABLe 9.1 tWenty oF the Most CoMMon CheMiCAL poLLutAnts in the environMent

Chemical pollutant source

Benzene Petroleum products used to make plastics, nylon, resins, rubber,  
detergents, and many other materials

Chromium Electroplating, leather tanning, corrosion protection

Creosote Wood preservative to prevent rotting

Cyanide Mining processes and manufacturing of plastics and metals

Dioxin Pulp and paper bleaching, waste incineration, and chemical  
manufacturing processes

Methyl t-butyl ether (MTBE) Fuel additive, automobile exhaust, boat engines, leaking gasoline tanks

Naphthalene Product of crude oil and petroleum

Nitriles Rubber compounds, plastics, and oils

Perchloroethylene/ tetrachloroethylene (PCE),  
trichloroethene (TCE), and trichloroethane (TCA)

Dry cleaning chemicals and degreasing agents TCE is present in some 
34% of U.S. water supplies and 60% of Superfund sites

Pesticides (atrazine, carbamates, chlordane, DDT)  
and herbicides

Chemicals used to kill insects (pesticides) and weeds (herbicides)

Phenol and related compounds (chlorophenols) Wood preservatives, paints, glues, textiles

Polychlorinated biphenyls (PCBs) Electrical transistors, cooling and insulating systems

Polycyclic aromatic hydrocarbons (PAHs) and  
polychlorinated hydrocarbons

Incineration of wastes, automobile exhaust, oil refineries, and leaking 
oil from cars

Polyvinylchloride Plastic manufacturing

Radioactive compounds Research and medical institutions and nuclear power plants

Surfactants (detergents) Manufacturing of paints, textiles, concrete, paper

Synthetic estrogens (ethinyl estradiol) Female hormone (estrogen)-related compounds created by a variety  
of industrial manufacturing processes

Toluene Petroleum component present in adhesive, inks, paints, cleaners,  
and glues

Trace metals (arsenic, cadmium, chromium, copper, 
lead, mercury, silver)

Car batteries and metal manufacturing processes

Trinitrotoluene (TNT) Explosive used in building and construction industries
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or molecule gains one or more electrons. Because oxi-
dation and reduction reactions frequently occur 
together, these electron transfer reactions are often 
called redox reactions (see Figure 9.2).

During redox reactions, molecules called oxidizing 
agents—also known as electron acceptors, because 
they have a strong attraction for electrons—remove 
electrons during the transfer process. When oxidizing 
agents accept electrons, they become reduced. Oxygen 
(O2), iron (Fe+3), sulfate (SO4

2-), and nitrate (NO3
-) 

are often involved in redox reactions of bioremedia-
tion. Redox reactions are important for many cellular 
functions. For example, human cells and many other 
cell types use oxidation and reduction reactions to 
degrade sugars and derive energy.

Aerobic and anaerobic biodegradation
In some environments, such as surface water and soil 
where oxygen is readily available, aerobic bacteria 
degrade pollutants by oxidizing chemical compounds. 
In aerobic biodegradation reactions, O2 can oxidize a 
variety of chemicals including organic molecules 
(those that contain carbon atoms), such as petroleum 
products (Figure 9.3). In the process, O2 is reduced to 
produce water. Microbes can further degrade the oxi-
dized organic compound to make simpler and rela-
tively harmless molecules such as carbon dioxide 
(CO2) and methane gas. Bacteria derive energy from 
this process, which is used to make more cells; scien-
tists refer to this increase in cell number as an increase 
in biomass. Some aerobes also oxidize inorganic 
compounds (molecules that do not contain carbon), 
such as metals and ammonia.

In heavily contaminated sites and deep subsurface 
environments such as aquifers, the concentration of 
oxygen may be very low. In subsurface soils, oxygen 
may diffuse poorly into the ground, and any oxygen 

that is there may be rapidly consumed by aerobes. 
Even though it is sometimes possible to inject oxygen 
into treatment sites to stimulate aerobic biodegrada-
tion in low-oxygen environments, biodegradation 
may take place naturally via anaerobic metabolism. 
Anaerobic metabolism also requires oxidation and 
reduction; however, anaerobic bacteria (anaerobes) 
rely on molecules other than oxygen as electron accep-
tors (Figure 9.4). Iron (Fe+3), sulfate (SO4

-2), and 
nitrate (NO3

-) are common electron acceptors for 
redox reactions in anaerobes (Figures 9.3 and 9.4). In 
addition, some microbes can carry out both aerobic 
and anaerobic metabolism. When the amount of oxy-
gen in the environment decreases, they can switch to 
anaerobic metabolism to continue biodegradation. As 
you will learn in the next section, aerobes and anaer-
obes are both important for bioremediation.

The Players: Metabolizing Microbes
Scientists can use microbes—especially bacteria—as 
tools to clean up the environment. The ability of bac-
teria to degrade different chemicals effectively 
depends on many conditions. The type of chemical, 
temperature, zone of contamination (water versus 
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Figure 9.2 Oxidation and reduction (redox) reactions  
Redox reactions are important for the bioremediation of many 
chemicals. In this oxidation reaction, an electron is transferred 
from molecule A to molecule B. Molecule B is acting as an elec-
tron acceptor or oxidizing agent. In redox reactions, molecule 
A is oxidized, and molecule B, which gains an electron, is 
reduced.
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Figure 9.3 Aerobic and Anaerobic Biodegradation  
Aerobic bacteria (aerobes) use oxygen (O2) as an electron 
acceptor molecule to oxidize organic chemical pollutants such 
as benzene. During this process, oxygen is reduced to produce 
water (H2O), and carbon dioxide (CO2) is derived from the oxi-
dation of benzene. Energy from degrading the pollutant is used 
to stimulate bacterial cell growth (biomass). Similar reactions 
occur during anaerobic biodegradation, except that anaerobic 
bacteria (anaerobes) rely on iron (Fe+3), sulfate (SO4

2-), nitrate 
(NO3

-), and other molecules as electron acceptors to oxidize 
pollutants.
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decontaminate the site fully. Anaerobes usually domi-
nate biodegradation reactions that are closest to the 
source of contamination, where oxygen tends to be 
very scarce, but sulfates, nitrates, iron, and methane 
are present for use as electron acceptors by anaerobes. 
Farther from the source of contamination, where oxy-
gen tends to be more abundant, aerobic bacteria are 
typically involved in biodegradation (Figure 9.5).

The search for useful microorganisms for bioreme-
diation is often best carried out at polluted sites them-
selves. Organisms living in a polluted site will have 
developed some resistance to the polluting chemicals 
and may be useful for bioremediation. Indigenous 
microbes—those found naturally at a polluted site—
are often isolated, grown, and studied in a lab and 
then released back into treatment environments in 
large numbers. Such microbes are typically the most 
common and effective “metabolizing” microbes for 
bioremediation. For instance, strains of bacteria called 
Pseudomonas, which are very abundant in most soils, 
are known to degrade hundreds of different chemicals. 
Certain strains of Escherichia coli are also fairly effective 
at degrading many pollutants.

A large number of lesser-known bacteria have been 
used and are currently being studied for potential roles  
in bioremediation. For instance, in Section 9.6 we discuss 
possible applications of Deinococcus radiodurans, a microbe 
that shows an extraordinary ability to tolerate the haz-
ardous effects of radiation. Similarly, researchers at the 
University of Dublin discovered Pseudomonas putida, a 
strain of bacteria that can convert styrene, a toxic compo-
nent of many plastics, into a biodegradable plastic.

Figure 9.4 Anaerobic Bacteria effectively Degrade Many  
pollutants The dry-cleaning agent called perchloroethylene 
(PCE) is a common contaminant of groundwater; however, 
anaerobic bacteria can use PCE as food. By growing bacteria on 
small particles of iron sulfide, which serve as electron accep-
tors providing the proper chemical environment for anaerobes, 
bacteria grow rapidly and thrive on PCE.
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Figure 9.5 Anaerobic and 
Aerobic Bacteria Contribute to 
Biodegradation of Contaminated 
groundwater

soil, surface versus groundwater contamination, and 
so on), nutrients, and many other factors all influence 
the effectiveness and rates of biodegradation.

At many sites, bioremediation involves the com-
bined actions of both aerobic and anaerobic bacteria to 



Chapter 9 Bioremediation216

Scientists believe that many of the microbes that 
are most effective at bioremediation have not yet been 
identified. The quest for new metabolizing microbes is 
an active area of bioremediation research. In 2010, sci-
entists at the U.S. Geological Survey reported the iden-
tification of a bacterium from California’s Lake Mono, 
a lake with high concentrations of arsenic, which 
appears to metabolize arsenic and even incorporate it 
into biomolecules such as DNA. Although the accu-
racy of discovery has been the subject of significant 
debate in the scientific community.

Scientists are also experimenting with strains of 
algae and fungi that may be capable of biodegradation. 
Waste-degrading fungi such as Phanerochaete chrysosporium 
and Phanerochaete sordida can degrade toxic chemicals 
such as creosote, pentachlorophenol, and other pollut-
ants that bacteria degrade poorly or not at all. Asbestos 
and heavy metal–degrading fungi include Fusarium oxy-
sporum and Mortierella hyaline. Fungi are also very valu-
able in composting and degrading sewage and sludge at 
solid-waste and wastewater treatment plants, polychlo-
rinated biphenyls (PCBs), and other compounds previ-
ously thought to be highly resistant to biodegradation.

Bioremediation genomics programs
It should not surprise you to learn that many scientists 
are studying the genomes of organisms that are currently 
used or may be used in the future for bioremediation. 
Through genomics, it will be possible to identify novel 
genes and metabolic pathways that bioremediation 
organisms use to detoxify chemicals. This will help 

scientists develop more effective cleanup strategies, 
including improved strains of bioremediation organ-
isms through genetic engineering (see Section 9.4.). It 
may also be possible to combine detoxifying genes 
from different microbes into different recombinant 
bacteria capable of degrading multiple contaminants 
at the same time—for example, PCBs and mercury.

There are a variety of ways in which molecular tech-
niques and genomics are being used to analyze genomes 
of microbes at contaminated sites as a way to identify the 
genes and proteins involved in bioremediation. The 
Department of Energy established the Microbial Genome 
Program (MGP), which has sequenced over 200 micro-
bial genomes, including many microbes that may be 
useful in bioremediation (Chapter 5). See Table 9.2 for 
a few examples of recently completed genomics projects 
involving bioremediation organisms. Be sure to visit the 
Genomes to Life link on the Companion Website, which 
you can use to access the MGP and other genomics stud-
ies of bioremediation microbes.

stimulating bioremediation
As discussed previously, bioremediation scientists typ-
ically take advantage of indigenous microbes to 
degrade pollutants. Depending on the pollutant, many 
indigenous bacteria are very effective at biodegrada-
tion. Scientists also use numerous strategies to make 
microorganisms more effective in degrading contami-
nants depending on the microorganisms involved, the 
environmental site being cleaned up, and the quanti-
ties and types of chemical pollutants that need to be 
decontaminated.

 tABLe 9.2 eXAMpLes oF BioreMeDiAtion genoMe proJeCts unDer WAy or reCentLy CoMpLeteD

 
Microorganism

number of genes (year 
genome Completed)

 
Bioremediation Applications

Accumulibacter phosphatis 4,790 (2009) Major microbe used in wastewater treatment plants for removing 
high phosphate loads from wastewaters and sludge

Alcanivorax borkumensis 2,755 (2006) Hydrocarbon-degrading marine bacterium very effective at 
breaking down many components of crude and refined oil

Dehalobacter restrictus 2010 completed (details 
not fully available yet)

Dechlorinates perchloroethylene (PCE)

Dehalococcoides ethenogenes 1,591 (2005) Used to degrade hydrogen and chlorine—the only known 
organism to fully dechlorinate perchloroethylene (PCE) and  
trichloroethene (TCE); PCE and TCE cleanup in wastewaters; 
polychlorinated dioxin degradation

Geobacter metallireducens 3,676 (2006) Used for subsurface metal reduction, carbon cycling, and to 
generate electricity (see Figure 9.13 on page 222)

Populus trichocarpa (poplar tree) 45,555 (2006) First tree genome sequenced; thought to have the largest number 
of genes of any organism sequenced to date; potentially useful 
for reducing atmospheric carbon dioxide



2179.2 Bioremediation Basics

Nutrient enrichment, also called fertilization, 
is a bioremediation approach in which fertilizers—
similar to the phosphorus and nitrogen that are applied 
to lawns of grass—are added to a contaminated envi-
ronment to stimulate the growth of indigenous micro-
organisms that can degrade pollutants (Figure 9.6). 
Because living organisms need an abundance of key 
elements such as carbon, hydrogen, nitrogen, oxygen, 
and phosphorus for building macromolecules, adding 

fertilizers provides bioremediation microbes with 
essential elements to reproduce and thrive. In some 
instances manure, wood chips, and straw may be 
added to provide microbes with sources of carbon as a 
fertilizer. Fertilizers are usually delivered to the con-
taminated site by pumping them into groundwater or 
mixing them in the soil. The concept behind fertiliza-
tion is simple. By adding more nutrients, microorgan-
isms replicate, increase in number (biomass), and grow 
rapidly, thus increasing the rate of biodegradation.

Bioaugmentation, or seeding, is another approach 
that involves adding bacteria to the contaminated envi-
ronment to assist indigenous microbes with biodegra-
dative processes. In some cases, seeding may involve 
applying genetically engineered microorganisms with 
unique biodegradation properties. Bioaugmentation is 
not always an effective solution, in part because labora-
tory strains of microbes rarely grow and biodegrade as 
well as indigenous bacteria, and scientists must be sure 
that seeded bacteria will not alter the ecology of the envi-
ronment if they persist after the contamination is gone.

phytoremediation
A growing number of approaches are utilizing plants 
to clean up chemicals in the soil, water, and air in an 
approach called phytoremediation. An estimated 
350 species of plants naturally take up toxic materials. 
Poplar and juniper trees have been successfully used 
in phytoremediation, as have certain grasses and 
alfalfa. In phytoremediation, chemical pollutants are 
taken in through the roots of the plant as they absorb 
contaminated water from the ground (Figure 9.7). As 

Figure 9.6 Fertilizers Can stimulate Biodegradation by 
indigenous Bacteria Bioremediation of chemicals such as 
those present in oil can be accelerated by adding fertilizers. 
Fertilizers stimulate the growth and replication of indigenous 
bacteria, which degrade oil into inert (harmless) compounds 
such as carbon dioxide (CO2) and water (H2O).

Clean rocks 
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Oiled rocks
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Figure 9.7 phytoremediation Plants can 
be a valuable addition to many bioremediation 
strategies. Some plants degrade environmental 
pollutants directly; others simply absorb pollut-
ants and must later be removed and disposed of.

Plant cells
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Chemical pollutants
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Fig 9.7
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an example, sunflower plants effectively removed 
radioactive cesium and strontium from ponds at the 
Chernobyl nuclear power plant in Ukraine. Water hya-
cinths have been used to remove arsenic from water 
supplies in Bangladesh, India. This is a significant 
technology, considering that arsenic concentrations 
exceed health standards in 60% of the groundwater 
in Bangladesh.

After toxic chemicals enter the plant, the plant 
cells may use enzymes to degrade the chemicals. In 
other cases, the chemical concentrates in the plant 
cells so that the entire plant serves as a type of “plant 
sponge” for mopping up pollutants. The contaminated 
plants are treated as waste and may be burned or dis-
posed of in other ways. Because high concentrations of 
pollutants often kill most plants, phytoremediation 
tends to work best where the amount of contamina-
tion is low—in shallow soils or groundwater.

Scientists are also exploring ways in which plants 
can be used to clean up pollutants in the air, something 
many plants do naturally: for example, removing 
excess carbon dioxide (CO2), the principal greenhouse 
gas released from burning fossil fuels, which contrib-
utes to global warming. Recently the first genome for a 
tree, the black cottonwood (a type of poplar), was 
sequenced. Poplars are commonly used for phytoreme-
diation, and genetically engineered poplars have shown 
promise for capturing high levels of CO2.

Phytoremediation can be an effective, low-cost, 
and low-maintenance approach for bioremediation. 
As an added benefit, phytoremediation can also be a 
less obvious and more eye-appealing strategy. For 
instance, planting trees and bushes can visually 
improve the appearance of a polluted landscape and 
clean the environment at the same time. Two main 
drawbacks of phytoremediation are that only surface 
layers (to around 50 cm deep) can be treated, and 
cleanup typically takes several years. In the next sec-
tion, we examine specific cleanup environments and 
different strategies used for bioremediation.

9.3 Cleanup sites and strategies

A variety of bioremediation treatment strategies exist. 
Which strategy is employed depends on many factors. 
Of primary consideration are the types of chemicals 
involved, the treatment environment, and the size of 
the area to be cleaned up. Consequently, some of the 
following questions must be considered before starting 
the cleanup process:

■ Do the chemicals pose a fire or explosive hazard?

■ Do the chemicals pose a threat to human health 
including the health of cleanup workers?

■ Was the chemical released into the environment 
through a single incident, or was there long-term 
leakage from a storage container?

■ Where did the contamination occur?

■ Is the contaminated area at the surface of the soil? 
Below the ground? Does it affect water?

■ How large is the contaminated area?

Answering these questions often requires the com-
bined talents of molecular biologists, environmental 
engineers, chemists, and other scientists who work 
together to develop and implement plans to clean up 
environmental pollutants.

soil Cleanup
Treatment strategies for both soil and water usually 
involve either removing chemical materials from the 
contaminated site to another location for treatment,  
an approach known as ex situ bioremediation, or 
cleaning up at the contaminated site without excava-
tion or removal called in situ (a Latin term that means 
“in place”) bioremediation. In situ bioremediation is 
often the preferred method of bioremediation, in part 
because it is usually less expensive than ex situ 
approaches. Also, because the soil or water does not 
have to be excavated or pumped out of the site, larger 
areas of contaminated soil can be treated at one time. 
In situ approaches rely on stimulating microorganisms 
in the contaminated soil or water. Those in situ 
approaches that require aerobic degradation methods 
often involve bioventing, or pumping either air or 
hydrogen peroxide (H2O2) into the contaminated soil. 
Hydrogen peroxide is frequently used because it is eas-
ily degraded into water and oxygen to provide microbes 
with a source of oxygen. Fertilizers may also be added 
to the soil through bioventing to stimulate the growth 
and degrading activities of indigenous bacteria.

In situ bioremediation is not always the best solu-
tion. This approach is most effective in sandy soils, 
which are less compact and allow microorganisms and 
fertilizing materials to spread rapidly. Solid clay and 
dense rocky soils are not typically good sites for in situ 
bioremediation, and contamination with chemicals 
that persist for long periods of time can take years to 
clean up in this way.

For some soil cleanup sites, ex situ bioremediation 
can be faster and more effective than in situ 
approaches. As shown in Figure 9.8, ex situ bioreme-
diation of soil can involve several different techniques, 
depending on the type and amount of soil to be treated 
and the chemicals to be cleaned up. One common ex 
situ technique is called slurry-phase bioremedia-
tion. This approach involves moving contaminated 
soil to another site and then mixing the soil with water 
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and fertilizers (oxygen is often also added) in large bio-
reactors, where the conditions of biodegradation by 
microorganisms in the soil can be carefully monitored 
and controlled. Slurry-phase bioremediation is a rapid 
process that works fairly well when small amounts of 
soil need to be cleaned and the composition of chemi-
cal pollutants is well known (Figure 9.8).

For many other soil cleanup strategies, solid-phase 
bioremediation techniques are required. Solid-phase 
processes are more time-consuming than slurry-phase 
approaches and typically require large amounts of space; 
however, they are often the best strategies for degrading 
certain chemicals. Three solid-phase techniques are 
widely used: composting, landfarming, and biopiles.

Composting can be used to degrade household 
wastes such as food scraps and grass clippings; similar 
approaches are used to degrade chemical pollutants in 
contaminated soil. In a compost pile, hay, straw, or 
other materials are added to the soil to provide bacte-
ria with nutrients that help bacteria degrade chemicals. 
Landfarming strategies involve spreading contami-
nated soils on a pad so that water and leachates can 
leak out of the soil. A primary goal of this approach is 
to collect leachate so that polluted water cannot further 
contaminate the environment. Because the polluted 
soil is spread out in a thinner layer than it would be if 
it were below the ground, landfarming also allows 
chemicals to vaporize from the soil and aerates the soil 
so that microbes can better degrade pollutants.

Soil biopiles are used particularly when the 
chemicals in the soil are known to evaporate easily 
and microbes in the soil pile are rapidly degrading the 
pollutants (Figure 9.9). In this approach, contami-
nated soil is piled up several meters high. Biopiles dif-
fer from compost piles in that relatively few bulking 

Figure 9.8 ex situ Bioremediation strategies for soil Cleanup Many soil cleanup 
approaches involve ex situ bioremediation, in which contaminated soil is removed and 
then subjected to several different cleanup approaches.
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Figure 9.9 soil Biopiles Polluted soil that has been removed 
from the cleanup site can be stored in piles and bioremediation 
processes monitored to ensure decontamination of the soil before 
determining whether the soil can be returned to the environment.
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agents are added to the soil and fans and piping sys-
tems are used to pump air into or over the pile. As 
chemicals in the pile evaporate, the vacuum airflow 
pulls the chemical vapors away from the pile and 
either releases them into the atmosphere or traps 
them in filters for disposal, depending on the type of 
chemical. Almost all ex situ strategies for cleaning up 
soil involve tilling and mixing soil to disperse nutri-
ents, oxygenating the dirt, and increasing interaction 
of microbes with contaminated materials to increase 
biodegradation.

Bioremediation of Water
Contaminated water presents a number of challenges. 
In Section 9.5, we consider how surface water can be 
treated following large spills such as an oil spill. Waste-
water and groundwater can be treated in many differ-
ent ways, depending on the pollutants that need to be 
removed.

Wastewater treatment
Probably the best-known application of bioremedia-
tion is in the treatment of wastewater to remove 
human sewage (fecal material and paper wastes), 
soaps, detergents, and other household chemicals. 
Both septic systems and municipal wastewater treat-
ment plants rely on bioremediation. In a typical sep-
tic system, human sewage and wastewater from a 
single household move through the plumbing sys-
tem out to a septic tank buried below ground next to 
the house. In the tank, solid materials such as feces 
and paper wastes settle to the bottom to be degraded 

by microbes, while liquids flow out of the top of the 
tank and are dispersed underground across an area of 
soil and gravel called the septic bed. Within the bed, 
indigenous microbes degrade waste components in 
the water.

One commercial application of bioremediation 
recommended to prevent septic tanks from becom-
ing clogged is to add products such as Rid-X  
(Figure 9.10), which are flushed into the system 
periodically. These products contain freeze-dried 
bacteria that are rich in enzymes such as lipases, 
proteases, amylases, and cellulases, which in turn 
degrade fats, proteins, sugars, and cellulose in 
papers and vegetable matter, respectively. Adding 
microbes this way is an example of the bioaugmen-
tation we discussed in the previous section, and this 
treatment helps the septic system degrade cooking 
fats and oils, human wastes, tissue paper products, 
and other materials that can clog the system.

Wastewater (sewage) treatment plants are fairly 
complex and well-organized operations (Figure 9.11). 
Water from households that enters sewer lines is 
pumped into a treatment facility, where feces and 
paper products are ground and filtered into smaller 
particles, which settle out into tanks to create a mud-
like material called sludge. Water flowing out of these 
tanks is called effluent. Effluent is sent to aerating 
tanks, where aerobic bacteria and other microbes oxi-
dize organic materials in the effluent. In these tanks, 
water is sprayed over rocks or plastic covered with bio-
films of waste-degrading microbes that actively degrade 
organic materials in the water.

Alternatively, effluent is passed into activated 
sludge systems—tanks that contain large numbers of 
waste-degrading microbes grown in carefully con-
trolled environments. Usually these microbes float 
freely within the water, but in some cases they may 
be grown on filters through which contaminated 
water flows. Eventually effluent is disinfected with a 
chlorine treatment before the water is released back 
into rivers or oceans.

Sludge is pumped into anaerobic digester tanks in 
which anaerobic bacteria further degrade it. Methane-
producing and carbon dioxide gas–producing bacteria 
are common in these tanks. Methane gas is often 
collected and used as fuel to run equipment at the 
sewage treatment plant. Tiny worms, which are 
usually present in the sludge, also help break down 
the sludge into small particles. Sludge is never fully 
broken down, but once the toxic materials have 
been removed, it is dried and can be used as landfill 
or fertilizer.

Scientists have discovered a bacterium called 
“Candidatus Brocadia anammoxidans” that possess a 
unique ability to degrade ammonium, a major waste 

Figure 9.10 septic tank Additives stimulate  
Bioremediation of household Wastes
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product present in urine (Figure 9.12 on the next 
page). Removing ammonium from wastewater 
before the water is released back into the environ-
ment is important because high amounts of ammo-
nium can affect the environment by causing algal 
blooms and diminishing oxygen concentrations in 
waterways. Typically, wastewater plants rely on aer-
obic bacteria such as Nitrosomonas europaea to oxidize 
ammonium in a multistep set of reactions. However, 
“Candidatus Brocadia anammoxidans” is capable of 
degrading ammonium in a single step under anaero-
bic conditions, a process called the anammox pro-
cess. Wastewater treatment plants in the Netherlands 
are using this strain and treatment plants in other 
countries may soon be using “Candidatus Brocadia 
anammoxidans” to remove ammonium from waste-
water more efficiently.

Groundwater cleanup
With the exception of spills near coastal beaches, most 
large chemical spills such as oil spills occur in marine 

environments, often far away from populated areas. 
However, freshwater pollution typically occurs closer 
to populated areas and poses a serious threat to human 
health by contaminating sources of drinking water, 
either groundwater or surface water such as reservoirs. 
Groundwater contamination is a common problem in 
many areas of the United States. Drinking water for 
approximately 50% of the U.S. population comes from 
groundwater sources, and, according to some esti-
mates, a large percentage of groundwater supplies in 
the United States contain pollutants that may have an 
impact on human health. Polluted groundwater can 
sometimes be very difficult to clean up because con-
taminated water gets trapped in soil and rocks and 
there is no easy way to “wash” aquifers.

Ex situ and in situ approaches are often used in 
combination. For instance, when groundwater is con-
taminated by oil or gasoline, these pollutants rise to 
the surface of the aquifer. Some of this oil or gas can 
be directly pumped out, but the portion mixed with 
groundwater must be pumped to the surface and 

FiGure 9.11 Wastewater Treatment Wastewater or sewage treatment facilities are 
well-planned operations that use aerobic and anaerobic bacteria to degrade organic materials 
such as human feces and household detergents in both the sludge and water (effluent).
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passed through a bioreactor (Figure 9.13). Inside the 
bioreactor, bacteria in biofilms growing over a screen 
or mesh degrade the pollutants. Fertilizers and oxy-
gen are often added to the bioreactor. Clean water 
from the bioreactor containing fertilizer, bacteria, and 
oxygen is pumped back into the aquifer for in situ 
bioremediation (Figure 9.13).

Turning Wastes into Energy
Landfills around the world are stressed to their limits, 
literally overflowing with trash from homes and busi-
nesses. The bulk of our household trash consists of 
food scraps, boxes, paper waste, cardboard packing 
containers from food, and similar items. A variety of 
chemical wastes such as detergents, cleaning fluids, 
paints, nail polish, and varnishes also make their way 
into the trash, despite the fact that most states are try-
ing to reduce the amount of chemical waste that can 
be disposed of as regular garbage.

Scientists are working on strategies to reduce 
waste, including bioreactors containing anaerobic 
bacteria that can convert food waste and other trash 
into soil nutrients and methane gas. Methane gas can 
be used to produce electricity, and soil nutrients can 
be sold commercially as fertilizer for use by farms, 
nurseries, and other agricultural industries. Scientists 
are also working on seeding strategies that may be 
used to reduce chemicals in landfills—chemicals 
which would otherwise seep through the ground and 
contaminate local ground and surface waters. If suc-
cessful, these applications of biotechnology may help 
to reduce the amount of waste and greatly increase 
the usable space in many landfills.

Bioremediation scientists are also studying pol-
luted sediments in sewage sludge and at the bottoms 
of oceans and lakes as an untapped source of energy. 
Sediment in lakes and oceans is rich in organic materi-
als from the breakdown of decaying materials such as 

FigurE 9.13 Ex situ and in situ 
Bioremediation of groundwater  
Gasoline leaking into an underground 
water supply can be cleaned up using an 
aboveground (ex situ) system in combi-
nation with in situ bioremediation.
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FigurE 9.12 Bioreactor Containing Candidatus  
Brocadia anammoxidans, Anaerobic Bacterium That  
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these anaerobes to degrade ammonium from wastewater in a 
single step.
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leaves and dead organisms. Within this “muck” are 
anaerobes that use organic molecules in the sediment 
to generate energy. The term electrigens is being used to 
describe electricity-generating microbes that have the 
ability to oxidize organic compounds to carbon dioxide 
and transfer electrons to electrodes. Under certain 
conditions, electrigens can cluster and interconnect to 
form nanowires that conduct electrons! Such strains 
may even be used to make electricity from manure 
and common household wastes.

Desulfuromonas acetoxidans is an anaerobic marine 
bacterium that uses iron as an electron acceptor to 
oxidize organic molecules in sediment. Researchers 
are exploring ways in which electrons can be har-
vested from D. acetoxidans and other bacteria such as 
Geobacter metallireducens and Rhodoferax ferrireducens 
as a technique for capturing energy in bacterial bio-
batteries, also called microbial fuel cells, that can be 
used to provide a source of electricity (Figure 9.14). 
Researchers at the University of Massachusetts have 
demonstrated that electrigenic strains of microbes 
can generate electricity with high efficiency; 
although preliminary studies suggest that this tech-
nique has some promise, more research needs to be 
done (Figure 9.15).

Even though bioremediation strategies have effec-
tively cleaned up many environmental pollutants, 
bioremediation is not the solution for all polluted 
sites. For instance, bioremediation is ineffective when 
the polluted environment contains high concentra-
tions of very toxic substances such as heavy metals, 

radioactive compounds, and chlorine-rich organic 
molecules, because these compounds typically kill 
microbes. Therefore new strategies will have to be dis-
covered and applied to tackle some of these cleanup 
challenges. Some of these new bioremediation strategies 
are likely to involve genetically engineered microor-
ganisms, the topic of the next section.

9.4  Applying genetically  
engineered strains to Clean up 
the environment

Bioremediation has traditionally relied on stimulating 
naturally occurring microorganisms; however, many 
indigenous microbes cannot degrade certain types  
of chemicals, especially very toxic compounds. For 
example, some organic chemicals produced during 
the manufacturing of plastics and resins are resistant 
to biodegradation and can persist in the environment 
for several hundred years. Many radioactive compounds 
also kill microbes, thus preventing biodegradation. To 
clean up some of these stubborn and particularly toxic 
pollutants, we may need to use bacteria and plants 
that have been genetically altered. The development 
of recombinant DNA technologies has enabled sci-
entists to create genetically modified (GM) organ-
isms with the potential to improve bioremediation 
processes.

Figure 9.14 polluted sediments May Be an untapped 
source of energy Scientists have found that anaerobic bacte-
ria in sediment may be a source of energy. Because these 
bacteria use redox reactions to degrade molecules in sediment, 
electrons can be captured by electrodes, which can transfer 
electrons to generators to create electricity.
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Figure 9.15 Microbe-powered Fuel Cells Researchers at the 
University of Massachusetts have demonstrated that Geobacter fuel 
cells can effectively convert sugars into electricity.
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petroleum-eating Bacteria
The first effective GM microbes for use in bioremedia-
tion were created in the 1970s by Ananda Chakrabarty 
and his colleagues at General Electric. This work was 
carried out before DNA cloning and recombinant DNA 
technologies were widely available. So how did 
Chakrabarty do this? He isolated strains of Pseudomo-
nas from soils contaminated with different types of 
chemicals, including pesticides and crude oil. He then 
identified strains that showed the ability to degrade 
such organic compounds as naphthalene, octane, and 
xylene. Most of these strains could grow in the pres-
ence of these compounds because they contained 
plasmids that encoded genes for breaking down each 
component.

Chakrabarty mated these different strains and 
eventually produced a strain that contained several 
different plasmids. Together, the combined proteins 
produced by these plasmids could effectively 
degrade many of the chemical components of crude 
oil. For his work, Chakrabarty was awarded the first 
U.S. patent for a GM living organism. However, this 
patent decision was very controversial and was held 
up in the courts for about 10 years. The primary 
issues being debated were whether life forms could 
be patented and whether Chakrabarty’s recombi-
nant bacterium should be considered a product of 
nature or an invention. Eventually the U.S. 
Supreme Court ruled that the development of 
recombinant Pseudomonas was an invention worthy 
of a patent.

Chakrabarty’s approach was not as effective as it 
might have seemed. Crude oil contains thousands of 
compounds, and his GM bacteria could degrade only 
a few of these. The majority of the chemicals in crude 
oil remain largely unaffected by recombinant organ-
isms. Consequently, developing GM bacteria with 
different degradative properties is an intense area of 
research. In the future, a useful approach for clean-
ing up crude oil may be to release multiple bacterial 
strains, each with the ability to degrade different 
compounds in the oil. To date, field applications of 
GM microbes for bioremediation have been fairly 
limited, in part because of regulatory obstacles and 
public concerns over the release of GM bacteria. But 
GM microorganisms are also often ineffective in the 
environment because indigenous microbes may out-
compete them.

engineering E. coli to Clean up  
heavy Metals
Heavy metals including copper, lead, cadmium, chro-
mium, and mercury can critically harm humans and 

wildlife. Mercury is an extremely toxic metal that can 
contaminate the environment. It is used in manufac-
turing plants, batteries, electrical switches, medical 
instruments, and many other products. Mercury, and 
a related compound called methylmercury (MeHg), 
can accumulate in organisms through a process called 
bioaccumulation. In bioaccumulation, organisms 
higher up on the food chain contain higher concen-
trations of chemicals than organisms lower on the 
food chain. For instance, in a water supply, mercury 
may be ingested by small fish, which may then be 
eaten by birds, larger fish, otters, raccoons, and other 
animals, including humans. Large fish and birds need 
to eat a lot of small fish; therefore they accumulate 
more mercury in their systems than small fish and 
birds that eat less. Similarly, if a person were to eat 
large fish as a primary source of food, that person 
would accumulate high amounts of mercury over 
time. Regular consumption of fish and shellfish con-
taminated with mercury and methylmercury poses 
serious health threats to humans, including birth 
defects and brain damage. For these reasons, in many 
areas of the United States, health officials suggest that 
pregnant women and young children eat only small 
amounts of certain types of fish, such as swordfish 
and fresh tuna, and restrict these meals to no more 
than one serving a week.

Because mercury is toxic at very low doses, 
most current strategies for removing mercury from 
contaminated water supplies do not remove enough 
of it to meet acceptable standards. Scientists have 
developed genetically engineered strains of E. coli 
that may be useful for cleaning up mercury and 
other heavy metals. They have also identified natu-
rally occurring metal-binding proteins in plants and 
other organisms. Two of the best-characterized types 
of proteins—metallothioneins and phytochelatins—
have a high capacity for binding to metals. For these 
proteins to function, however, the metals must 
enter cells. Scientists have engineered E. coli to 
express transport proteins that allow for the rapid 
uptake of mercury into the bacterial cell’s cyto-
plasm, where the mercury can bind to metal-bind-
ing proteins.

Some of these genetically altered bacteria can 
absorb mercury directly; others that bind mercury can 
be grown on biofilms to act as sponges for soaking up 
mercury from a water supply. The biofilms must be 
changed periodically to remove mercury-containing 
bacteria. Similarly, genetically engineered single-
celled algae containing metallothionein genes and 
bacteria called cyanobacteria have shown promise for 
their ability to absorb cadmium, another very toxic 
heavy metal known to cause many serious health 
problems in humans.



2259.4 Applying Genetically Engineered Strains to Clean Up the Environment

Biosensors
Researchers have developed genetically engineered 
strains of the bacterium Pseudomonas fluorescens, which 
can effectively degrade complex structures of carbon 
and hydrogen called polycyclic aromatic hydrocar-
bons (PAHs) and other toxic chemicals. Using recom-
binant DNA technology, scientists have been able to 
splice bacterial genes encoding specific enzymes 
(which can metabolize these contaminants) to 
reporter genes such as the lux genes from biolumines-
cent marine bacteria. Recall that lux genes are often 
used as reporter genes because they encode the light-
releasing enzyme luciferase (see Chapter 5). As PAHs 
are degraded, bacteria release light that can be used to 
monitor biodegradation rates. Similar techniques are 
being used to develop biosensors from recombinant 
bacteria containing lux genes. Such biosensors have 
proven to be valuable in the assessment of environ-
mental pollutants such as heavy metals. In the future, 

GM microbes are expected to play a greater role as 
biosensors. In the next section, we consider two of the 
best-studied and most highly publicized examples of 
bioremediation in action.

genetically Modified plants and 
phytoremediation
In recent years scientists have been working on genet-
ically modifying plants to improve their phytoremedi-
ation capabilities. Currently, using phytoremediation 
to clean up methylmercury (MeHg) is a very active 
area of research. Mercury contamination of most fish 
is a result of MeHg accumulation; throughout the 
world this has caused many health warnings and 
restrictions on consuming mercury-contaminated 
fish. Plants engineered to contain mercury-detoxify-
ing genes from bacteria have shown some potential 
for accumulating MeHG; eventually they may be used 
for phytoremediation.

Bioremediation scientists are working on 
innovative ways to biodegrade different 
chemical compounds under a myriad of 

environmental conditions. Industry is continually 
creating new kinds of chemicals, and many of these will 
inevitably make their way into the environment. To stay 
one step ahead of new environmental pollutants, 
bioremediation researchers must continue to develop 
new cleanup strategies.

How can scientists study bioremediation of a new 
chemical that has never made it into the environment? 
They obviously cannot pollute large areas nor wait for 
a large-scale disaster like the Exxon Valdez spill before 
testing their theories about how to clean up this new 
chemical. One of the most practical approaches to learn-
ing about new bioremediation strategies is to make a 
microcosm, an artificially constructed test environment 
designed to mimic real-life environmental circumstances. 
Some microcosms consist of small bioreactors—about 
the size of a 5-gallon bucket—containing soil, water, 
pollutants, and microbes to be tested for their biore-
mediation abilities. A microcosm may be as small as 
a few grams of soil in a test tube or vial, but they are 
more often scaled up to resemble larger environments. 
For example, large ponds, which may be indoors or 
outdoors, or soil plots that are prepared to prevent the 
escape of pollutants outside of the test facility, can be 
used as microcosms. By carefully designing microcosms, 

Microcosms provide Major Benefits

bioremediation researchers can attempt to simulate, on a 
small scale, a site that needs to be cleaned up.

When indigenous or genetically engineered organisms 
with bioremediation potential have been identified, stud-
ies in bioreactors or on small isolated areas of land or 
water can be crucial for determining whether these organ-
isms will effectively clean up pollution in larger settings. 
By carefully manipulating the environmental conditions in 
the microcosms, scientists can test the ability of organ-
isms to degrade different pollutants under varying condi-
tions, including different levels of moisture, temperature, 
nutrients, oxygen, and pH and in different soil types.

Microcosm studies may even involve testing experi-
mental microbes on polluted groundwater or contami-
nated soil that is placed into the microcosm so that the 
rates of degradation can be monitored and the cleanup 
time evaluated. Scientists can also carry out experiments 
to study the bioremediation of mixtures of pollutants at 
the same time.

In an attempt to produce the best cleanup results, 
scientists will analyze the data they have gathered 
and design new experiments. A cleanup approach that 
demonstrates success in a microcosm is not guaranteed 
to succeed in the field. Nevertheless, by testing bio-
remediation approaches in microcosms, much valuable 
time and money can be saved before deciding whether a 
cleanup approach is likely to have any chance of success 
in cleaning up a polluted environment in the field.

tooLs oF the trADe
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Figure 9.16 phytoremediation of 
toxic explosives using transgenic 
plants Transgenic plants engineered with 
the XplA or NR gene to degrade either RDX 
or TNT, respectively, absorb the explosive 
chemicals through their roots and then 
degrade them into less toxic compounds 
(aminodinitrotoluenes [ADNTs], or 
4-nitro-2,4-diazabutanal [NDAB]), or  
nontoxic compounds (NH3, CO2). Plants 
engineered with the XplA gene use the 
degradation products from RDX to  
stimulate their growth.
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Another promising area of this research has 
been the development of plants able to remove 
chemicals from military explosives and weapons firing 
ranges that have contaminated soil and groundwa-
ter. Hexahydro-1,3,4-trinitro-1,3,5-triazine (com-
monly called royal demolition explosive, or RDX) 
and 2,4,6-trinitrotoluene (TNT) are two of the most 
common chemical contaminants that result from the 
production, use, and disposal of explosives. These 
chemicals move readily through soils and contami-
nate groundwater. Both RDX and TNT are highly 
toxic to most organisms and pose significant health 
threats to wildlife and humans.

Notice that TNT was one of the top 20 chemicals 
listed in Table 9.1 and that the EPA lists both TNT and 
RDX as priority chemicals to be removed from the 
environment. These contaminants are a major pollu-
tion problem worldwide. Incredibly, there are hun-
dreds of tons of these compounds in sites around the 
world and tens of thousands of acres deemed unsafe 
as a result.

A few bacteria and plants have been shown to 
weakly degrade TNT with low efficiency; degradation 
of RDX is even less effective because of its chemical 
structure. In the last few years, however, scientists 
have used genetic engineering to create transgenic 
plants that may turn out to be very effective for the 
phytoremediation of TNT and RDX. A transgenic strain 
of tobacco containing a nitroreductase gene from 

Enterobacter cloacae effectively converts TNT to less toxic 
chemicals (Figure 9.16). Most recently, scientists 
incorporated a gene called xplA from the bacteria Rho-
dococcus rhodochrous into Arabidopsis thaliana. The xplA 
gene produces an RDX-degrading enzyme called cyto-
chrome P450, which can degrade RDS once it is 
absorbed into the plant (see Figure 9.16). It may now 
be possible to make plants that can degrade both TNT 
and RDX. Moreover, since the poplar genome has been 
sequenced, bioremediation scientists working on 
genetically modified plants are very enthusiastic about 
the possibility of making transgenic poplars and other 
fast-growing, deep-rooted trees that can remediate TNT 
and RDX well below the surface soil. In the next sec-
tion, we consider several of the best-studied and most 
highly publicized examples of bioremediation in action.

9.5  environmental Disasters: Case 
studies in Bioremediation

Most bioremediation approaches involve the cleanup 
of contaminated areas that are relatively small, per-
haps several hundred acres in size. Nevertheless, a 
great deal has been learned about the effectiveness of 
different bioremediation strategies by studying large-
scale environmental disasters that have been treated 
by bioremediation.
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the Exxon Valdez oil spill

The world relies heavily on crude oil and on petro-
leum products that can be manufactured from oil. 
Petroleum products are used not just as gasoline and 
diesel fuel to power automobiles but also as the basis 
for hundreds of everyday products including plastics, 
paints, cosmetics, and detergents. The United States 
alone uses in excess of 950 billion liters (250 billion 
gallons) of oil each year, over 350 billion liters of 
which are imported. When crude oil is transported, 
some amount of leakage almost always occurs. Tanker 
accidents spill nearly 400 million liters of crude oil 
each year, and even larger volumes of oil enter our 
seas through naturally occurring spills and leaks.

Oil spills have had a tremendous impact on the 
environment, specifically on large numbers of wildlife 
(Figure 9.17a). Typically large spills do not have a 
great effect on human life directly. This is because 
most large spills occur in open oceans or bays far 
removed from swimming beaches and water supplies. 
Humans are more affected by small local spills, such 
as a gas station’s leaking underground tank that may 
threaten local drinking water supplies.

In 1989, the Exxon Valdez oil tanker ran aground 
on a reef in Prince William Sound off the coast  
of Alaska, releasing approximately 42 million liters 

(11 million gallons or about 260,000 barrels)  
of crude oil and contaminating over 1,000 miles  
of the Alaskan shoreline. Many experimental 
approaches for bioremediation were implemented 
to clean up this spill. Prince William Sound became 
a field laboratory for trying bioremediation cleanup 
strategies.

As is done at most sizable oil spills, physical 
cleaning measures were first used to contain and 
remove large volumes of oil. These measures 
included the use of containment booms or skim-
mers—surface nets, fences, or inflatable devices like 
buoys that float on the surface—which are fixed in 
place or towed behind a boat to collect and contain 
oil (Figure 9.17b). Then vacuums were used to pump 
oil from the surface into disposal tanks. Beaches and 
rocks were washed with fresh water under high 
pressure to disperse oil. By diluting and dissolving 
the oil in the sea, the oil was gradually dispersed. 
One biotechnology cleanup application used citrus-
based products to bind crude oil and allow it to be 
collected on absorbent pads. But after using all these 
physical approaches to remove the bulk of the oil, 
millions of gallons of oil still remained attached to 
sand, rocks, and gravel both at the surface and below 
the surface of contaminated shorelines. This is when 
bioremediation went to work.

(a) 

Figure 9.17 oil spills pose serious threats to the environment (a) Oil spills  
typically have the greatest impact on wildlife. (b) Containment booms are used initially 
to control the spread of oil and minimize pollution of the surrounding area.

(b) 



Chapter 9 Bioremediation228

As the first step in the bioremediation process, 
nitrogen and phosphorus fertilizers were applied to 
the shoreline to stimulate oil-degrading bacteria 
(mostly strains of Pseudomonas) that were living in the 
sand and rocks (Figure 9.18). Indigenous bacteria 
immediately showed signs that they were degrading 
the oil. When microbes degrade petroleum products, 
PAHs are formed and eventually oxidized into carbon 
chains that can be broken down into carbon dioxide 
and water. Over time, chemical tests on oil from the 
shoreline soil showed significant changes in chemical 
composition, indicating that natural degradation by 
indigenous bacteria was working. However, oil seeped 
into sediments and other low-oxygen layers below 
shoreline rocks, where biodegradation is relatively 
slow. It may take hundreds of years for the oil spilled 
by the Exxon Valdez to be fully cleared, and some areas 
of the Alaskan environment may never return to the 
state in which they were prior to the spill.

oil Fields of Kuwait
The deserts of Kuwait are literally a living labora-
tory for studying bioremediation. Ten years after 
the Gulf War, large areas of Kuwait’s desert remain 

soaked in oil. During the Iraqi occupation of Kuwait 
from 1990 to 1991, countless oil fields were destroyed 
and burned, releasing an estimated 950 million liters 
of oil into the deserts—more than 20 times the 
amount of oil spilled in the Exxon Valdez accident. 
Kuwaiti scientists studying these spills have found 
that the spilled oil has severely affected plant and 
animal life in many contaminated areas. Some plant 
species have been completely eliminated, and the 
long-term biological impacts will not be known for 
many more years.

In contrast to the Exxon Valdez spill, bioremedia-
tion of desert soils poses a number of different prob-
lems. Unlike the spill in Alaska, there are no waves 
to help disperse and dissolve oil. Dry soil conditions 
of the desert also tend to harbor fewer strains of oil-
metabolizing microbes, and adhesion of oil to sand 
and rocks slows natural degradation processes. Pre-
liminary studies suggest that novel strains of oil-
degrading bacteria are slowly working to break down 
oil below the surface of the sand.

The Kuwaiti government has developed a $1 bil-
lion program to address what may be the world’s 
largest bioremediation project. There are no previ-
ously studied sites of this size to use as a model for 
cleaning up arid desert environments, so bioremedi-
ation scientists from around the world are studying 
Kuwait’s deserts in hopes of developing strategies for 
cleaning up these oil-drenched sands. Information 
that scientists learn from studying this region will 
certainly be of value for treating oil spills in other 
sandy environments.

the Deepwater Horizon oil spill

On April 20, 2010 British Petroleum’s (BP) oil-drill-
ing rig the Deepwater Horizon exploded, releasing 
millions of gallons of crude oil into the Gulf of Mex-
ico about 65 kilometers off the Louisiana coast 
(Figure 9.19a). Although estimates of oil flow have 
varied widely, more than 600 million liters (4 mil-
lion barrels) were released into the Gulf of Mexico 
before the broken well was capped in mid-July, 
resulting in the largest marine oil spill in history 
and predictions that it would cause the world’s larg-
est environmental disaster. Yet, given the size of 
the spill, far less oil than many predicted made it to 
the coast. Oil that was not removed by cleanup 
crews was dispersed by wave action and through 
the use of chemical dispersants that broke up the 
slick. Controlled burns and surface oil evaporation 
of volatile materials such as PAHs also contributed 
to oil cleanup, but bioremediation played a big role 
accounting for the degradation of an estimated 50% 
of the oil released.

Figure 9.18 Applying Fertilizers to stimulate oil-Degrading 
Microbes Cleanup workers spray nitrogen-rich fertilizers onto an oil-
soaked beach in Alaska following the Exxon Valdez oil spill. The 
fertilizers greatly accelerate the growth of natural bacteria that 
will degrade the oil.
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Studies by oceanographers from the Woods Hole 
Oceanographic Institute in Massachusetts reported 
that during the first 5 days of the spill, microbes had 
not significantly degraded the oil. Over time, an 
underwater plume of oil that was at least 22 miles 
long developed. Within weeks, microbes appeared to 
be flocking to the plume, replicating rapidly, so that 
bacteria were twice as dense inside the plume com-
pared to outside the plume (Figure 9.19b). Research 
on these indigenous microbes in the plume revealed 
over 1,500 genes encoding proteins designed to degrade 
hydrocarbons. Clearly hydrocarbon-degrading microbes 
were highly enriched in the plume, and these 
microbes were actively breaking down oil. It was also 
determined that microbes degraded an estimated 
200,000 tons of methane that spewed into the Gulf of 
Mexico during the spill. Ethane and propane were 
also major hydrocarbons released and these too were 
degraded by microbes.

The warm waters of the Gulf and components in 
the plume—such as natural gas, which contains pro-
pane and ethane—helped stimulate biodegradation by 

indigenous microbes. Fertilizers such as iron, nitrogen, 
and phosphorus were applied at the site to stimulate 
rates of biodegradation. Gradients in dissolved oxygen 
levels in the plume also contributed to differences in 
rates of biodegradation throughout and along the 
plume. Estimates have suggested that these microbes 
were reducing oil amounts in the plume by half nearly 
every 3 days.

Where did they come from? Petroleum-degrading 
bacteria have existing for eons, thriving on oil that 
seeps naturally through the seafloor. Each year about 
79 million liters of oil leak onto the floor of the Gulf of 
Mexico through naturally occurring seepage. Within 
the Deepwater Horizon plume, researchers have 
detected over 900 subfamilies of bacteria, including 
newly discovered species. It is also likely that chemical 
dispersants used to break up the stream of oil gushing 
from the broken well may have created microscopic 
particles that increased the surface area between oil 
droplets and water, allowing for greater contact with 
oil-degrading bacteria. The impact of oil that moved 
into Louisiana’s wetlands and long-term impacts of 

Figure 9.19 Microbes played a Major role the Bioremediation of oil from the Deep-
water Horizon oil spill in the gulf of Mexico (a) Indigenous microbes that were very 
abundant in surface and subsurface plumes of oil emanating from the Deepwater Horizon spill 
were essential for bioremediation. Shown here is a whale swimming through a surface plume of 
oil in the Gulf. (b) An oil droplet magnified 100 times and metabolizing microbes (circled).

(b) 

(a) 
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Bioremediation of radioactive Wastes
Another area of active research involves developing 
bioremediation approaches to remove radioactive 
materials from the environment. Uranium, pluto-
nium, and other radioactive compounds are found in 
water from mines where naturally occurring uranium 
is processed. Radioactive wastes from nuclear power 
plants also present a disposal problem worldwide. The 
U.S. Department of Energy (DOE) has identified over 
100 sites in 30 states that have been contaminated by 
weapons production and nuclear reactor develop-
ment. Radioactive waste sites often have a complex 
mix of radioactive elements such as plutonium, 
cesium, and uranium along with mixtures of heavy 
metals and organic pollutants such as toluene.

Although most radioactive materials kill a majority 
of microbes, some strains of bacteria have demonstrated 
a potential for degrading radioactive chemicals. For 
example, researchers at the University of Massachusetts 
have discovered that some species of Geobacter can 
reduce soluble uranium in groundwater into insoluble 
uranium, effectively immobilizing the radioactivity. To 
date, however, no bacterium has been discovered that 
can completely metabolize radioactive elements into 
harmless products.

One bacterial strain in particular, called Deinococcus 
radiodurans (Figure 9.20), is especially fascinating. 
Its name literally means “strange berry that withstands 

dispersed oil and chemical dispersants on marine eco-
systems in the Gulf region will be closely evaluated in 
the years to come.

The next section provides a glimpse of how poten-
tial applications of bioremediation may be able to solve 
cleanup problems that have been difficult to treat.

9.6 Challenges for Bioremediation

Biotechnology is a significant tool in our fight to reha-
bilitate areas of the environment that have been pol-
luted through accidents, industrial manufacturing, 
and mismanagement of ecosystems. Bioremediation is 
a rapidly expanding science. Scientists around the 
world are carrying out research aimed at developing a 
greater understanding of the microorganisms involved 
in biodegradative processes, including the identifica-
tion of novel genes and proteins involved in these 
breakdown processes. Researchers are studying 
microbial genetics to create genetically engineered 
microbes that may be able to degrade new types of 
chemicals, and they are developing novel biosensors 
to detect and monitor pollution.

recovering valuable Metals
The recovery of valuable metals such as copper, nickel, 
boron, and gold is another area of bioremediation that 
has yet to reach its full potential. Through oxidation 
reactions, many microbes can convert metal products 
into insoluble substances, called metal oxides or ores, 
which will accumulate in bacterial cells or attach to 
the bacterial cell surface. Some marine bacteria that 
live in deep-sea hydrothermal vents have also shown 
potential for precipitating precious metals. Using bac-
teria as a way to recover hazardous metals as part of 
industrial manufacturing processes is one potential 
application, but scientists are interested in finding 
ways in which these bacteria can be used to recover 
valuable precious metals. For instance, many manu-
facturing processes use silver and gold plating tech-
niques; these processes produce waste solutions with 
suspended particles of silver and gold. Microbes may 
be used to recover some of these metals from the waste 
solutions. Similarly, microbes may also be used to har-
vest gold particles from underground water supplies 
and cave water found in gold mines. Many bacterial 
strains that live in such environments are actively 
being studied for these purposes. Plants may also pro-
vide a way to harvest metals from the environment. 
The wild mustard Thlaspi goesingense, native to the 
Austrian Alps, is known to accumulate metals in stor-
age vacuoles.

Figure 9.20 Deinococcus radiodurans  These bacteria are 
highly resistant to damage by radiation.
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mechanisms to replace damaged copies of its 
genome. Recent completion of the D. radiodurans 
genome map is expected to provide valuable insight 
into its unique DNA repair genes.

The DOE is very interested in using D. radio-
durans and another bacterium, Desulfovibrio desulfu-
ricans, for bioremediation of radioactive sites. 
Recently researchers at the DOE and the University 
of Minnesota created a recombinant strain of this 
microbe by joining a D. radiodurans gene promoter 
sequence to the gene encoding the enzyme toluene 
dioxygenase which is involved in toluene metabo-
lism. This strain demonstrated the ability to degrade 
toluene in a high-radiation environment. In an 
effort to immobilize radioactive elements, scientists 

radiation.” Named the world’s toughest bacterium by 
The Guinness Book of World Records, D. radiodurans was 
first identified and isolated about 50 years ago from a 
can of ground beef that had spoiled, even though it 
had been sterilized with radiation. Subsequently, sci-
entists discovered that D. radiodurans can endure 
doses of radiation over 3,000 times higher than other 
organisms can, including humans. High doses of 
radiation create double-stranded breaks in DNA 
structure and cause mutations, yet D. radiodurans 
shows incredible resistance to the effects of radia-
tion. Although its resistance mechanisms are not 
entirely known, this microbe clearly possesses elabo-
rate systems for folding its genome to minimize dam-
age from radiation, and it also uses novel DNA repair 

the pCB Dilemma of the hudson river
Winding through upstate New 

York, the Hudson River Valley comprises some of the 
most beautiful country in the Northeast. But serious 
problems lurk below the glimmering surfaces of the 
Hudson’s blue water. From 1947 to 1977, the General 
Electric Company released over 1.2 million pounds 
of toxic chemicals called polychlorinated biphenyls 
(PCBs) into the river from facilities in Hudson Falls and 
Fort Edward, New York. PCBs were commonly used in 
transformer boxes, capacitors, and cooling and insulat-
ing fluids of electrical equipment manufactured before 
1977. PCBs are no longer used in manufacturing in the 
United States, and they have been banned in most of 
the world.

PCBs are very toxic to humans and wildlife because 
these fat-soluble chemicals gradually accumulate in 
fatty tissues. Hudson River fish are contaminated 
with PCBs at concentrations in excess of safe levels. 
Consumption of fish from most areas of the Hudson 
is banned or restricted, but some people ignore these 
publicized restrictions because the water looks so clear 
and the fish do not look polluted. PCBs present serious 
health threats to humans, and prolonged exposure to 
PCBs is known to cause cancer, reproductive problems, 
and other medical conditions affecting the immune 
system and thyroid gland. Children are particularly 
susceptible to the health effects of PCBs.

High concentrations of these chemicals still lurk in 
the Hudson River and other environments. In the Hud-
son River, most PCBs are located in the sediment at the 
bottom of the river. To get rid of these persistent  

chemicals, environmental groups and the EPA have pro-
posed dredging the 175-mile-long riverbed to remove 
over 2.5 million cubic yards of sediment, which would 
remove more than 100,000 pounds of PCBs. Critics of 
the dredging plan suggest that such operations would 
only release more PCBs into the water by stirring up the 
sediment. Instead of dredging, many believe that leav-
ing the sediment in place and letting natural current 
flows disperse the chemicals, combined with bioremedi-
ation through bacterial degradation of PCBs, is the best 
way to reduce the load of PCBs in the long run.

PCB-degrading anaerobes have been detected in 
Hudson River sediments. Some anaerobic bacteria are 
involved in the first step of breaking down PCBs by 
cleaving off chlorine and hydrogen groups. Aerobic 
bacteria in the water can further modify PCBs, and oth-
ers can then convert them into water, carbon dioxide, 
and chloride. Some predictions suggest that even after 
dredging, PCB levels in fish will not drop to levels 
acceptable for human consumption until after 2070. 
Even if dredging is a good plan, where will the dredged 
sediments go? How will these chemicals be cleaned up? 
Some people believe that placing PCB-laden sediments 
in a sealed landfill, a completely anaerobic environ-
ment, will slow down the degradative processes. Should 
these chemicals be left in the mud to be broken down 
slowly over time through natural bioremediation, or 
should humans intervene in an effort to speed up 
nature’s cleanup effort? What are the pros and cons of 
taking action or doing nothing? 

You decide.

you DeCiDe
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MAKing A DiFFerenCe
In Hanahan, South Carolina, a suburb of Charleston, a leak 
of approximately 80,000 gallons of kerosene-based jet fuel 
occurred in 1975. Despite a number of cleanup measures, 
the spill could not be kept from soaking through the sandy 
soil and contaminating the water table. Ten years later, 
contamination reached a residential area. Excavation of the 
contaminated soil was impractical because of the large area 
involved, and removal of the contaminated groundwater 
would not eliminate the problem. Scientists at the U.S. 
Geological Survey (USGS) determined that indigenous  
microbes in the soil were degrading toxic compounds in the 
jet fuel; they also found that adding fertilizers to these 
microbes dramatically stimulated rates of biodegradation. 
This site was one of the first field applications of bioreme-
diation. USGS scientists added nutrients to the groundwa-
ter and simultaneously removed some of the contaminated 
groundwater. By the early 1990s, contamination in the 
groundwater supply was reduced by 75% and bioremedia-
tion had demonstrated its potential worth as an effective 
cleanup strategy.

Questions & ACtivities

Answers can be found in Appendix 1.

 1. Describe three specific examples of a bioremedia-
tion application. Include in your description the 
organisms likely to be involved in the process, and 
discuss potential advantages and disadvantages of 
each application.

 2. What is the purpose of adding fertilizers and oxy-
gen to a contaminated site that is undergoing bio-
remediation?

 3. Suppose you learned that a plot of land, which 
was once used as a chemical dump, had been 
cleaned up by bioremediation and is now a pro-
posed site for a new residential housing develop-
ment. Would you want to live in a house that was 
built on a former bioremediation site? Consider 
potential problems associated with this scenario.

 4. Lead is a very toxic metal that is not easily 
degraded in the environment. Lead pipes, paint 
containing lead, car batteries, and even lead fish-
ing sinkers are all potential sources for the release 
of lead into the environment. Propose a strategy 
for identifying bacteria that may play a role in 
degrading lead.

hope to use this same strategy to equip D. radio-
durans with genes from other microbes that are 
known to encode metal-binding proteins.

Finally, it is important that biodegradation scien-
tists continually look ahead so that they can be pre-
pared to predict how new chemicals may affect the 
environment and thus be able to develop technologies 
to clean up new pollutants. Bioremediation will not 
be able to rid all pollutants from the environment, but 
well-planned bioremediation approaches are an impor-
tant component of cleanup efforts.

validation technician

CAreer proFiLe

Bioremediation is a relatively new 
discipline of biotechnology, and many 
smaller companies are involved in 
varying aspects of the field. Bioreme-

diation is a multidisciplinary industry that requires 
the collective efforts of many different types of sci-
entists, including microbiologists, chemists, soil sci-
entists, environmental scientists, hydrologists, and 
engineers. Microbiologists and molecular biologists 
work hand in hand to carry out research designed 
to understand the mechanisms that microorganisms 
use to degrade pollutants. Biologists work together 
with engineers to design and implement the best 
treatment facilities for cleaning up the pollutants in 
question.

One entry-level position in bioremediation is that  
of the validation technician. Some validation techni-
cians corroborate EPA-filed reports. Knowledge of 
applicable EPA regulations, the ability to collect 
pollution data from field sensors (many of which are 
linked by satellite to monitors), and the know-how 
to arrange these data in an accessible database are 
required for this position.

Good computer skills, including familiarity with da-
tabase programs and satellite geographic information 
systems, are required. Familiarity with organisms and 
natural communities is also needed. From entry-level 
positions, validation technicians with appropriate 
college coursework (or an applicable degree) can 
advance to supervisory positions. The genetic engi-
neers who design the bioremediation mechanisms 
are usually PhD-trained research scientists, but they 
depend heavily on data collected in field studies by 
validation technicians.
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 10. Scientists monitoring bioremediation at the Deep-
water Horizon oil spill in the Gulf of Mexico were 
concerned that microbial degradation of oil could 
lead to zones of hypoxia, which might result in 
massive fish kills. Why might this be a concern? 
As it turns out, this did not appear to be major 
problem. Propose reasons why these predictions 
may have been incorrect.

 11. Bioremediation is yet another rapidly chang-
ing area of biotechnology. Visit Google Scholar 
(http://scholar.google.com/) and do a search using 
the word bioremediation (or search for a specific 
topic in bioremediation such as phytoremediation) 
to find recent publications in bioremediation.

 12. In late 2010, a paper was published online in 
Science describing a potentially unprecedented 
microbe that was reported to metabolize arsenic 
and incorporate arsenic into its DNA. Many scien-
tists have been skeptical and highly critical of this 
work. Do a web search for articles on the latest 
viewpoints of this work.

 5. Suppose your town was interested in building a 
chemical waste storage facility in your neighbor-
hood. Consider “lessons learned” from past fail-
ures of waste storage, dumping, environmental 
contamination, and successful applications of bio-
remediation, and then develop a list of priorities 
town officials should consider before building the 
site and questions that should be addressed if the 
site were to be used.

 6. Access some of the websites listed on the Com-
panion Website. Use these sites to search for 
information about the most prevalent pollutants 
found in the environment. Make a list of five pol-
lutants and describe where they are found, how 
they enter the environment, their short- and 
long-term health effects (in humans or other 
organisms), their environmental effects, and what 
types of microbes may degrade these pollutants.

 7. Visit the Scorecard website listed on the Compan-
ion Website. Scorecard provides pollution data 
reports for each state in the United States. Enter 
your zip code and check on the latest reports for 
the areas closest to where you live.

 8. Visit the EPA Superfund site and search for envi-
ronmental cleanup violations reported in your 
state. Who was responsible for these violations? 
What fines (if any) were levied? What efforts are 
planned to remediate the site or sites?

 9. In November 2002, the oil tanker Prestige split in 
half and sank off the northwestern coast of Spain. 
At least 30,000 tons of fuel oil were spilled. Con-
duct a Web search to see if you can find any infor-
mation about bioremediation at this site.

visit www.pearsonhighered.com/biotechnology 
To download learning objectives, chapter summary, 
“Keeping Current” web links, glossary, flashcards, 
references, and jpegs of figures from this chapter.

www.pearsonhighered.com/biotechnology
http://scholar.google.com/
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Aquatic Biotechnology
After completing this chapter, you 
should be able to:

■ Discuss important goals and 
benefits of aquaculture as well 
as commonly used fish-farming 
practices and recognize and 
appreciate the worldwide impact 
of fish farming.

■ Discuss controversies surrounding 
aquaculture and describe its 
limitations.

■ Understand how novel genes from 
aquatic species may be beneficial 
to the biotechnology industry.

■ Provide examples of transgenic 
finfish and their uses.

■ Discuss how triploid species are 
created.

■ Explain why scientists are actively 
bioprospecting aquatic organisms 
around the world.

■ Provide examples of medical 
and nonmedical products 
and applications of aquatic 
biotechnology.

■ Define biofilming and explain how 
scientists are looking to marine 
organisms as a natural way to 
minimize biofilming.

■ Describe how marine organisms 
may be used for biodetection and 
the remediation of environmental 
pollutants.

10
C h A p t e r 

horseshoe crabs (Limulus polyphemus) are a source of blood cells for an 
important test used to ensure that foods and medical products are free of 
harmful contaminants.
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It has been estimated that greater than 80% of the 
earth’s organisms live in aquatic ecosystems.

The obvious need to utilize the potential wealth 
of the majority of the earth’s surface combined with 
increasing populations, human medical needs, and 
environmental concerns about our planet makes 
aquatic science an emerging frontier for biotechnol-
ogy research. Aquatic ecosystems may contain the 
answers to a variety of global problems. In the United 
States, less than $50 million is spent annually for 
research and development in aquatic biotechnology. 
In contrast, Japan spends between $900 million and 
$1 billion annually. The success of Asian countries 
that have invested in basic science research on aquatic 
biotechnology and the financial value of the result-
ing products have encouraged other countries to 
invest significant amounts of time and resources in 
aquaculture.

In the United States, several research priorities 
have been identified to explore the seemingly endless 
possibilities of utilizing aquatic organisms. These include 
the following:

■	 Increasing the world’s food supply

■	 Restoring and protecting marine ecosystems

■	 Identifying novel compounds for the benefit of 
human health and medical treatments

■	 Improving the safety and quality of seafood

■	 Discovering and developing new products with 
applications in the chemical industry

■	 Seeking new approaches to monitor and treat 
disease

■	 Increasing knowledge of biological and geochemi-
cal processes in the world’s oceans

From fish farming to isolating new medical prod-
ucts from marine organisms, these aspects of aquatic 
biotechnology are among the range of issues we con-
sider in this chapter. The next section discusses aqua-
culture, a large and rapidly expanding application of 
aquatic biotechnology.

10.2  Aquaculture: Increasing 
the World’s Food Supply 
through Biotechnology

Two fishermen strain to hoist a net overflowing with 
catfish that are the ideal size and health for human 
consumption. Every fish in the net is a keeper. When 
prepared for market, these catfish will possess a highly 
desired consistency, smell, color, and taste. This sce-
nario does not take place on a fishing dock or a com-

Given that water covers nearly 75% of the earth’s 
surface, it should not surprise you that aquatic 
environments are a rich source of biotechnology 

applications and potential solutions to a range of prob-
lems. Aquatic organisms exist in a range of extreme 
conditions, such as frigid polar seas, extraordinarily 
high pressures at great depths, high salinity, exceed-
ingly high temperatures, and low light conditions. As a 
result, aquatic organisms have evolved a fascinating 
number of metabolic pathways, reproductive mecha-
nisms, and sensory adaptations. They harbor a wealth 
of unique genetic information and potential applica-
tions. In this chapter, we consider many fascinating 
aspects of aquatic biotechnology by exploring how 
both marine and freshwater organisms can be used for 
biotechnology applications.

ForeCAStIng the Future
There are many exciting potential future directions for 
aquatic biotechnology. Among the most likely areas of 
substantial progress will be global efforts in bioprospect-
ing to find previously undiscovered aquatic species that 
may have commercial value. Aquatic environments such 
as the world’s oceans are incredibly rich sources of bio-
logical diversity; to survive many marine organisms have 
to cope with extremes in pressure, temperature, salinity, 
and other environmental conditions. Hence the potential 
for finding novel proteins and other bioactive compounds 
of commercial value is very high. For example, over 40 
companies are bioprospecting in the Arctic alone, hoping 
to exploit novel properties of Arctic organisms in the ice 
and the waters and soils below the ice. Aquaculture, par-
ticularly practices involving genetically modified species, 
will continue to be a rapidly developing area of aquatic 
biotech as countries strive to provide protein-rich food 
sources for their populations, including areas of the 
world where finfish and shellfish species are nonexistent 
or overharvested.

10.1  Introduction to Aquatic 
Biotechnology

Oceans have been a source of food and natural 
resources for millennia. However, human population 
growth, overharvesting of fish and other marine spe-
cies, and declining environmental conditions have 
caused the collapse of some fisheries, which puts pres-
sure on many species and strains ocean resources. 
Although scientists have learned a great deal about 
ocean biology, the vast majority of marine organisms—
particularly microorganisms—have yet to be identified. 
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ture together with better resource-management prac-
tices will, in part, overcome this problem.

Worldwide aquaculture production in the year 
2000 was approximately 33 million metric tons, having 
more than doubled since 1984. Recent estimates sug-
gest that close to 50% of all fish that humans consume 
worldwide are produced by aquaculture and farmed 
fish are expected to eventually overtake beef products 
as food. The market for fish captured by conventional 
commercial fishing methods is approximately 92 million 
metric tons per year. Total world fisheries, aquaculture 
plus capture fisheries, now produce more than 125 
million metric tons annually. Some sources estimate 
that aquaculture has already surpassed cattle ranching 
in terms of the volume of food produced. China, where 
aquaculture has been practiced for thousands of years, 
is the single largest producer, accounting for approxi-
mately two-thirds of the world’s seafood supply, much 
of it through aquaculture.

Aquaculture in the United States is an industry 
grossing more than $1 billion a year, which provides 
only about 5% of the world’s seafood supply. Aqua-
culture production in the United States has nearly 
doubled over the last 10 years and produces more than 
100 different species of aquatic plants and animals. 
This increase is expected to continue, and similar 
increases in aquaculture are occurring globally. For 
example, over half of the salmon sold worldwide is 
produced by aquaculture, with a nearly 50-fold 
increase in production of fish-farmed salmon over the 
past two decades. Aquaculture in the United States 
became a major industry in the 1950s, when catfish 

mercial fishing boat but instead describes fish farmers 
clearing nets from a fish-rearing tank (Figure 10.1). 
The cultivation of aquatic animals, such as finfish and 
shellfish, and aquatic plants for recreational or com-
mercial purposes is known as aquaculture. Specifi-
cally, marine aquaculture is called mariculture. 
Although aquaculture can be considered a form of 
agricultural biotechnology, it is typically considered a 
form of aquatic biotechnology. In this section, we pri-
marily discuss farming of both marine and freshwater 
species of finfish and shellfish.

the economics of Aquaculture
The global population of 6.9 billion people is projected 
to increase to 9.3 billion by 2050. And people with 
higher standards of living have a tendency to eat more 
meat and seafood. Worldwide demand for aquaculture 
products is expected to grow by 70% during the next 
30 years. In fact, it has been estimated that, in the near 
future, worldwide demand for seafood of all kinds will 
exceed what wild stocks can provide by approximately 
50 to 80 million tons. Overharvesting, loss of habitat, 
and depressed commercial fishing industries are all 
contributing to the decline in production of wild sea-
food stocks. According to the Food and Agriculture 
Organization (FAO) of the United Nations, approxi-
mately half of all fish stocks have been deemed fully 
exploited and another 30% or so deemed overex-
ploited, depleted, or recovering. If demand continues 
to rise and wild catches continue to decline, we will 
see a deficit of consumable fish and shellfish. Aquacul-

FIgure 10.1 A net Full of 
Farm-raised Catfish ready for 
Market Aquaculture is an effec-
tive way of raising large quanti-
ties of fish or shellfish that are 
ready for market consumption in 
a relatively short period of time. 
The catfish shown here are market-
size catfish, called 103 by the 
U.S. Department of Agriculture 
(USDA), which grow significantly 
faster than other catfish.
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industry has many countries asking, “If Chile can do it, 
why can’t we?” As a result, expanding markets are 
under way in Algeria, Argentina, Scotland, Iceland, the 
Faroe Islands, Ireland, Russia, Indonesia, New Zealand, 
Ecuador, Colombia, Peru and many other nations.

Many of the countries most actively engaged in 
developing aquaculture industries are doing so because 
local waters have been overfished to the point where 
natural stocks of finfish and shellfish have been 
severely depleted. Through aquaculture, markets can 
be created in areas where the natural resources have 
been lost. Aquaculture also provides the benefit of cre-
ating seafood industries in areas of the world that, 
because of geographic location, are not normally 
known for their fisheries. For instance, a successful 
fish-farming industry has been developed in the des-
erts of Arizona, where recycled water from aquacul-
ture is also being used to irrigate crop fields. Fish are 
even being raised in irrigation ditches. Similar efforts 
are under way in the arid areas of Australia.

In theory, increased productivity in the raising of 
fish should lead to decreased retail prices for consum-
ers. In some ways fish farming is more economical 
than animal farming or commercial fishing. For exam-
ple, it takes approximately 7 pounds of grain to raise 1 
pound of beef, but less than 2 pounds of fishmeal are 
needed to raise approximately 1 pound of most fish. 

farming was established in the Southeast; today, there 
are aquaculture facilities in every state. Some of the 
most successful examples of the business potential of 
U.S. aquaculture include the Alabama and Mississippi 
Delta catfish industry, salmon farming in Maine and 
Washington, trout farming in Idaho and West Virginia, 
and crawfish farming in Louisiana. Similarly, Florida, 
Massachusetts, and other states have established suc-
cessful shellfish farms that have brought benefits to 
struggling commercial fishers. For instance, Cape Cod, 
which houses approximately 75% of the Massachu-
setts aquaculture industry, has successfully raised a 
number of different shellfish species, including qua-
hogs, soft-shelled clams, blue mussels, and oysters.

Many other countries are actively engaged in 
aquaculture practices. The United States ranks 13th in 
total aquaculture production. China is the world’s lead-
ing producer followed by India, Vietnam, Indonesia, 
Thailand, Bangladesh, Norway, Chile, the Philippines, 
Japan, Egypt, and Myanmar, Greek farms are the lead-
ing producers of farmed sea bass in the world, produc-
ing 100,000 tons each year, which account for over 
90% of aquaculture production in Europe. Norway is a 
leading producer of salmon. Canada produces more 
than 70,000 tons of Atlantic and Pacific salmon with a 
yearly crop value of approximately $450 million. The 
rapid growth and success of the Chilean aquaculture 

Studies are under way to learn about the 
genomes of many different species of 
commercially valuable fish that are 

desirable food sources. From tuna to salmon and a 
variety of shellfish, scientists are attempting to identify 
genes that contribute to properties such as growth rates, 
taste, color, and disease resistance. Selective breeding 
approaches have been popular for producing fish with 
the desired characteristics. But molecular biology 
techniques are being used as “tools” to identify specific 
genes that scientists can use to produce transgenic 
finfish and shellfish with enhanced properties that will 
make certain species most attractive to seafood lovers. 
So how do scientists “fish” for these genes? In some 
cases, whole genome sequencing studies are under way, 
but one common approach to this question involves a 
technique called differential display pCr.

This technique is based on comparing DNA or RNA 
from two different tissue samples or organisms us-
ing primers that bind randomly to sequences within a 
genome. It allows scientists to identify categories of 
genes that are expressed “differentially”—that is, genes 

Fishing for Fish genes

produced in one tissue (or organism) and not another. 
For example, suppose scientists were trying to identify 
genes that might contribute to rapid growth rates in 
shrimp. You might hypothesize that larger shrimp have 
different genes or greater levels of gene expression for 
one or more genes involved in growth rate. To discover 
these genes, you would isolate mRNA from small shrimp 
and large shrimp, reverse transcribe the RNA to make 
complementary DNA, and then amplify these samples by 
differential display PCR. The PCR products are separated 
by gel electrophoresis. If large shrimp expressed mRNA 
for unique genes involved in rapid growth, then PCR 
products for these genes would be detected in samples 
from large shrimp but not small shrimp. Scientists can 
then determine the DNA sequence of these PCR products 
to figure out which genes they have identified. Some 
of these genes may then be used to create transgenic 
animals with enhanced growth capabilities.

This method has been used by molecular biologists in 
many areas of research. For instance, cancer researchers 
use this approach to identify genes expressed in cancer 
cells that are not expressed in normal cells.

toolS oF the trAde
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As another example, farm-raised catfish grow nearly 
20% faster in fish farms than catfish in the wild, and 
they are ready for market sale in approximately 2 years. 
For fish species that are fed genetically engineered feed 
at around 10 cents a pound, the return is often 70 to 
80 cents a pound on the raised fish—a good return 
on investment. But as you will learn in this chapter, 
the economics of aquaculture are not always so 
favorable.

Although worldwide increases in aquaculture are 
likely to continue, it is unlikely that fish farming will 
fully replace wild catches in the near future. One rea-
son is that many species are not amenable to fish 
farming. Because open-water species such as tuna and 
swordfish roam over large areas of water and require 
lots of food, they cannot be raised in fish farms. We 
discuss other barriers to aquaculture later in this chap-
ter. The purpose of presenting the statistics in this sec-
tion is not to provide you with a remedy for insomnia 
but rather to help you develop a perspective on the 
current value and importance of aquaculture and its 
future potential.

Fish-Farming practices
In many ways, aquaculture is an extension of the con-
ventional land-based agricultural techniques that have 
been practiced for decades. But culturing organisms 
for human consumption is only one purpose of aqua-
culture. Organisms are raised for many other reasons, 
such as providing bait fish for commercial and recre-
ational fishing. Small fish such as anchovies, herring, 
and sardines are harvested to make fishmeal and oils 
used in animal feed for poultry, cattle, swine, and 
other fish. Growing pearls, culturing species to iso-
late pharmaceutical agents, breeding ornamental fish 
including goldfish and rare tropical fish, and propagat-
ing fish to stock recreational areas are among the 
many applications of aquaculture.

For example, in New Jersey, fisheries biologists 
breed hatchery-raised trout to create a “put-and-take” 
fishery for trout. Each spring the state stocks over 
700,000 rainbow trout, brown trout, and brook trout 
in streams, rivers, ponds, and lakes throughout the 
state. Many streams and rivers will not sustain trout 
throughout the year because they get too warm in the 
summer or because they are of poor water quality for 
trout. But through stocking (“put”), anglers are 
encouraged to keep what they catch (“take”) for table 
fare. Many other states have similar stocking pro-
grams for a number of warm- and cold-water species, 
including panfish, bass, catfish, muskellunge, and 
hybrid striped bass, the last of which were created by 
breeding freshwater white bass and saltwater striped 
bass. Such programs also provide angling opportuni-

tABle 10.1  IMportAnt AquACulture orgAnISMS 
In the unIted StAteS

Freshwater organisms* Marine organisms*

Catfish Oysters

Crawfish Clams (hard- and soft-shell)

Trout Marine shrimp

Atlantic salmon Flatfishes (turbot, flounder)

Pacific salmon Sea bass

Bait fish (fathead  
minnows, golden  
shiners, mullet, sardines)

Mussels 

Abalone

Tilapia Quahogs

Hybrid striped bass

Sturgeon

Carp (silver, grass)

Yellowtail

Bream

Goldfish

*Species are ranked approximately according to total production 
in metric tons from highest to lowest quantity. Production of 
freshwater organisms exceeds that of saltwater organisms; there-
fore, the listing of species on the same row does not indicate 
equal production.

ties for people who live in urban areas with relatively 
little access to rural fisheries.

As shown in Table 10.1, a variety of fish and 
marine organisms have been cultured successfully. In 
many countries, this list will soon be expanded. For 
example, marine species such as lobsters and crabs 
have been farmed on a limited basis but are not yet 
widely available commercially.

Aquaculture practices vary widely depending on 
factors such as the species being farmed, life cycles of 
the species, environmental requirements for growth, 
and the length of time needed to achieve maturity for 
market sale. For fish such as salmon and trout, eggs 
(roe) and milt (sperm) are manually harvested from 
breeder stocks of adult fish. In an attempt to control 
the quality and health of the fish produced, parents 
used for breeder stocks are often fish that display the 
desired growth characteristics and physical appearance 
(Figure 10.2). Fish growth rate, health, quality, and 
the color of the meat are among the many features 
considered in the selection of breeder fish.

Eggs are fertilized in small tanks or containers and 
hatched embryos, called fry, are eventually transferred 
to larger aquarium tanks with flowing water. Most of 
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net pens, cages, and other enclosures that are placed  
in lakes, ponds, or estuaries. Shellfish farmers often 
employ rack or cage systems that are “seeded” with 
large numbers of tiny nursery-raised immature shellfish 
such as oysters or clams that adhere to the racks. Racks 
are then placed in estuarine environments to allow the 
shellfish to grow to maturity in a natural marine envi-
ronment. Typically such racks allow for much greater 
production of shellfish than natural habitat. Most aqua-
culturists are constantly modifying culturing techniques 
in an effort to increase the yield of a species in a given 
area and to minimize the expense-to-profit ratio.

Salmon farming is an excellent example of the 
fish-rearing process. Eggs and sperm milked from 
adults bred to grow fast are used for fertilization, and 
the resulting embryos are raised for 12 to 18 months 
in tanks until they reach the fingerling stage. Finger-
lings are usually transferred to mesh-enclosed pens 
placed in oceans or bays close to the shoreline. 
Throughout this process, the salmon diet often consists 

this culturing initially occurs indoors in a “nursery.” 
Fish typically leave the nursery when they reach fingerling 
size (several inches in length, about the length of a 
human finger). Fingerlings, sometimes called smolts, are 
usually moved into concrete tanks called raceways, 
which may be indoors or outdoors (Figure 10.3). 
Raceways are often designed as a series of intercon-
nected tanks that allow for the continuous flow of water 
through the tanks. This is particularly important for 
species like salmon and trout, which are accustomed to 
battling the current to survive in streams and rivers. By 
mimicking environmental conditions, aquaculturists 
attempt to allow these species to develop physical char-
acteristics similar to those of wild fish, such as the devel-
opment of musculature and survival instincts.

Some fish species are raised in raceways until they 
reach market size, or they may be transferred to small 
shallow ponds for further growth before being har-
vested. For certain species including salmon, after they 
reach a modest size, they can be raised to maturity in 

1) Eggs and sperm 
 are harvested 
 from adults.

2) Fertilized eggs 
 develop to form 
 embryos (fry),
 which are reared
 indoors in tanks
 until they reach
 fingerling size
 (3"–6").

3) Fingerling are usually 
 transferred outdoors to 
 raceways and ponds.  
 Some species, such as 
 catfish, are grown to 
 maturity in ponds. Species 
 such as salmon are usually 
 transferred to net pens or 
 cages to reach final size 
 for market sale.

4) Reared fish grow to desired 
 size for market, which may 
 include supplying a food source, 
 stocking to replenish native 
 populations, and stocking for 
 recreational enjoyment.

4914510002
fig. 10.2

Breeder Fish
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FIgure 10.2 An overview of Fish Farming
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springs seeps into and fills many mines, providing 
high-quality environments for rearing cold-water 
species such as rainbow trout and arctic char. This 
approach also provides an important use of aban-
doned mines that would typically serve no purpose 
otherwise.

Some companies have experimented with  
polyculture, also called integrated aquaculture; that is, 
raising more than one species in the same controlled 
environment. Raising species that have different nutri-
ent requirements and feeding habits is one way to 
optimize water resources. Polyculture can involve dif-
ferent fish species cocultured, that is, fish and shellfish 
raised together, as well as animal and plant polycul-
ture. For example, raising carp in the presence of 
plants such as lettuce is an effective approach. Roots 
from the lettuce absorb nutrients and fish waste prod-
ucts (such as nitrogen) from the water and use it as 
fertilizer to support lettuce growth. By minimizing the 

of pellets made from ground-up herring, anchovies, 
fish oil, and animal and poultry by-products (bone, 
excess meat, and the like). The food may also contain 
antibiotics, as well as additive dyes to make the salmon 
flesh pink, and fish may be placed in pesticide baths to 
remove sea lice and other parasites. Throughout the 
culturing process, aquaculturists can change the taste 
of farm-raised species by experimenting with food 
sources such as vegetable-based foods versus foods 
derived from fish products. Ultimately, unblemished 
fish of the appropriate size are packaged for market 
sale. Figure 10.2 provides an overview of fish farming.

Innovations in fish farming
Many innovative approaches for raising fish are under 
development. For example, in West Virginia, fisheries 
biologists are taking advantage of an abundance of 
abandoned coal mines in the mountain state. The cool 
mountain groundwater and water from freshwater 

FIgure 10.3 raceways, ponds, net pens, and oyster 
racks A wide variety of approaches are used for farming fish and 
shellfish, including (a) raceways, (b) ponds, (c) net pens for rais-
ing salmon, and (d) rack systems for oysters and other shellfish. 
Many of these approaches are often used in sequence as fish grow 
from small fingerlings to market size.

(a)

4914510004
fig. 10.3a

(b)

(c) (d)
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in low-salinity water. Starting with larval shrimp 
grown in fresh water with added salt, scientists culture 
these shrimp through tanks of water with progres-
sively lower salt concentrations. This allows for the 
farming of high-quality shrimp without the need for 
saltwater, and low-salt water can then be recycled to 
irrigate fields of fruits and vegetables. Thus shrimp can 
be raised in the desert of Arizona hundreds of miles 
from natural sources of saltwater.

enhancing the quality and  
Safety of Seafood
Aquaculture can be combined with cutting-edge tech-
niques in molecular biology to create finfish and shell-
fish species that have the color, taste, and texture 
consumers want. In addition, scientists are working to 
make seafood safe, so that it is free of pathogens and 
chemical contaminants.

Igene Biotech of Columbia, Maryland, has used 
gene-cloning techniques to mass produce astaxanthin, 
the pigment that gives shrimp their pink color. By 
including recombinant astaxanthin in fish feed, scien-
tists can create salmon and trout with a rainbow of 
hues in flesh color. Astaxanthin is also thought to have 
potential value as an antioxidant to be used in nutri-
tional supplements for humans. Most people like salmon 
with a pink color. In fact, consumer polls suggest that 

cost of artificial filtration and removal of wastes, polyc-
ulture limits the amount of wastewater effluent for 
discharge into the surrounding environment. Another 
aquaculture approach involves the use of hydroponic 
systems. These systems are small-volume water-flow-
ing systems in which vegetables (like tomatoes and 
broccoli) or herbs (like basil and chives) are cultured 
in racks through which wastewater from fish tanks 
can flow. Polyculture and hydroponic systems are fre-
quently used together when fish such as catfish, carp, 
and tilapia are being raised (Figure 10.4).

Improving Strains for Aquaculture
Many fish-farming efforts involve activities designed to 
improve certain qualities, such as growth rate, fat con-
tent, taste, texture, and color of the finfish or shellfish 
being raised. As we discuss in Section 10.3, some of the 
strategies used to improve strains for aquaculture 
involve molecular alterations in fish genetics. Scientists 
are studying the mechanisms of gene expression neces-
sary for fish reproduction, growth, and development; 
techniques for the cryopreservation and storage of 
tissue samples and cells at ultralow temperature (usu-
ally between –20°C and –50°C); and delivery systems 
for hormones designed to induce spawning and improve 
the growth of fish.

Here we consider a few examples of how strains of 
finfish or shellfish can be improved for aquaculture by 
discussing how selective breeding may be used to raise 
species with desirable characteristics. Fish farmers and 
scientists work together to identify individuals of a 
given species with desirable characteristics. For instance, 
in a population of catfish, not all individuals grow at the 
same rate or have the same body characteristics, such as 
muscle mass compared with the percentage of body fat. 
Scientists can use a number of techniques to identify 
fish that show fast growth rates and heavy muscle mass. 
They can use ultrasound machines to measure muscle 
mass as a means to estimate fillet yield. Fish that show 
the highest yield are then bred to produce new genera-
tions with increased muscle mass.

Scientists at the U.S. Department of Agriculture 
Catfish Genetics Research Unit in Mississippi have 
selectively bred a variety of catfish called USDA 103  
(a name worthy of a government-issue catfish!) that 
grows 10% to 20% faster in ponds, trimming the time 
from birth to market to between 18 and 24 months 
(refer to Figure 10.1). It has been reported that some 
USDA 103 catfish can reach sexual maturity a full 
year faster—by 2 years of age—than other species. On 
the negative side, USDA 103 catfish consume more 
feed than other varieties of catfish.

In Arizona, researchers have used selective breed-
ing to identify shrimp that are acclimated to growing 

FIgure 10.4 polyculture of lettuce and tilapia in a 
hydroponic System The hydroponic system of lettuce growing 
in racks above a tank containing tilapia (inset). Water from the 
tilapia tank, which contains nitrogenous wastes from the tilapia, 
is cycled through the racks of lettuce. Lettuce will use wastes in 
the water as fertilizer, thus making efficient use of the water 
resource. 
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Aquatic biotechnologists are interested in devel-
oping detection kits or vaccines for a number of 
pathogens that pose serious threats to fish raised by 
aquaculture. Several aquaculture companies are 
working to develop a vaccine for infectious salmon 
anemia, a deadly condition that causes internal bleed-
ing and destroys internal organs in salmon and leads 
to the death of hundreds of thousands of salmon 
worldwide each year. Similar work is being carried 
out to fight against sea lice, such as Caligus elongatus. 
This tiny parasite attaches to salmon, feeding on 
salmon blood and creating exposed lesions that ren-
der salmon susceptible to deadly infections. Scientists 
in California, Idaho, Oregon, and Washington have 
developed a subunit vaccine against the virus causing 
infectious hematopoietic necrosis (IHN), which is 
responsible for the loss of large numbers of commer-
cial trout and salmon each year. The vaccine was 
developed from an IHN protein expressed in bacteria. 
This vaccine, which protects fish against infection by 
IHN, is injected into these animals to stimulate the 
production of antibodies against the IHN virus.

Barriers and limitations to Aquaculture
Although aquaculture is firmly established as a world-
wide application of aquatic biotechnology with enor-
mous potential to provide food in unique ways, there 
are concerns and obstacles. Not all species are ideally 
suited for aquaculture. This is particularly true of 
many highly prized marine species. Water quality 
issues can be a problem. For some species, it is difficult 
to maintain water with the proper flow rate to deliver 
adequate concentrations of nutrients and remove rap-
idly accumulating waste products properly. This is 
especially true for marine species that require large 
areas of ocean for roaming and do not survive when 
confined to small living spaces. In addition, marine 
organisms often have long, complicated life cycles 
involving a series of larval stages, each of which may 
have different food requirements, before marketable 
size can be achieved. To raise adults of these species, 
the loss of young fingerlings can be very high and thus 
prohibitively costly. Aquaculture is easiest with species 
that have few larval stages.

Aquaculturists are constantly faced with the prob-
lem of minimizing the effects of disease on their fish 
populations. Given the dense, crowded conditions in 
which many fish are raised, farmed fish are often more 
susceptible than native stocks to stress and disease 
caused by bacterial and viral pathogens as well as lice. 
Because there is less genetic diversity and disease resis-
tance in farmed fish, infections can spread rapidly. 
Most fish in a farmed population will have the same 
resistance and susceptibility to disease; therefore a 

many people believe the redder the salmon, the 
higher its quality. Dark red–colored salmon is highly 
prized in the best sushi bars in Japan.

Astaxanthin has no effect on the taste of salmon, 
but farmers want to grow what consumers prefer. To 
help fish farmers produce the fish their consumers 
demand, the Swiss drug company Roche Holding AG, 
a leading producer of astaxanthin, distributes a 
“salmofan,” which resembles a paint-color chart. 
Aquaculturists can pick shades ranging from light 
pink to dark crimson and then purchase food with the 
concentration of astaxanthin that will produce fish 
with the flesh color they desire.

A variety of approaches to enhance seafood qual-
ity and safety are currently being used, and many 
more are in development. From detecting contami-
nated seafood to enhancing the taste and shelf life of 
seafood, aquatic biotechnologists are working to apply 
innovative technologies. Agilent Technologies Inc. 
produces a restriction fragment length polymorphism 
(RFLP)-based DNA chip that can be used to identify 
fish species in food products. Port inspectors, govern-
ment agencies, seafood processors, distributors, and 
others can use this technology to determine the fish 
species present in frozen and fresh samples of fish. 
Similar techniques are used to fight illegal fish-catching 
poachers by identifying species that were illegally har-
vested or intentionally mislabeled.

Marine scientists are using molecular biology 
techniques to identify and learn more about genes 
encoding toxins produced by marine organisms; this 
can help them to understand how these toxins cause 
disease and to minimize the negative health impacts 
of toxin exposure. Many molecular probes and PCR-
based assays are being developed for the detection of 
bacteria, viruses, and a host of parasites that infect fin-
fish and shellfish. Gene probes have been developed 
for detecting viral diseases in shrimp and companies 
are developing gene probes for detecting and assessing 
the effects of environmental stresses on fish and shell-
fish. A handheld antibody test kit has been developed 
to detect Vibrio cholerae in oysters. It uses antibodies to 
detect proteins from V. cholerae, the bacterium that 
causes cholera—a very serious illness characterized 
by severe diarrhea; in severe cases, this can lead to 
dehydration and death. Cholera is particularly a prob-
lem in developing nations with water supplies that 
are contaminated because of inadequate sewage treat-
ment facilities. This kit has been widely and success-
fully used in South America to detect contaminated 
seafood and minimize cholera infections. Similar 
approaches have been used in Hawaii to develop a 
dipstick monoclonal antibody test for ciguatoxin, 
which affects finfish from tropical areas that are sold 
in the aquarium industry.
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(plant killers), algicides (algae killers), and chemicals 
used to control parasites. In addition, residual chemicals 
from other antifouling compounds (such as those used 
to reduce the growth of barnacles, algae, and other 
organisms) and anticorrosants may be absorbed by fish 
and shellfish and passed to other marine organisms and 
humans. A comprehensive survey of farmed salmon 
has found that they contain significantly higher levels of 
polychlorinated biphenyls (PCBs) and other, similar 
compounds correlated with increased risk of cancer 
than their wild relatives. This is a major concern for the 
industry, and fish farmers are working on ways to 
reduce pollutants in farmed salmon.

A number of federal laws regulate aquaculture 
and its potential effect on the environment, including 
the Clean Water Act, which regulates discharges 
including aquaculture effluent; the Migratory Bird 
Treaty Act, which protects birds that may pose a threat 
to aquaculture; the Marine Mammal Protection Act, 
which prohibits the killing of marine mammals that 
may be predators at aquaculture facilities; the Federal 
Insecticide, Fungicide, and Rodenticide Act, which 
governs use of these substances on crops, including 
fish; and the Food, Drug, and Cosmetic Act, which 
oversees approvals for drug use in fish farming and 
governs seafood safety.

The visual effects of aquaculture on the landscape 
are also problematic. For instance, in some areas of 
Scotland, there are concerns that the abundance of 
shellfish cages along the Scottish coastline is damaging 
the natural aesthetic appeal of coastal landscapes. A 
very serious issue raised by both aquaculturists and 
naturalists is the potential threat to native species by 
farm-raised fish that accidentally escape into the wild 
(refer to the “You Decide” box, on the next page).

the Future of Aquaculture
What lies ahead for the aquaculture industry? Much 
of its future direction will involve overcoming some of 
the barriers and limitations described previously. To 
reduce concerns about overfishing baitfish populations 
for use in fishmeal, many aquaculturists are exploring 
ways to grow species on different food sources that 
require little or no wild fishmeal and oils. Advances in 
fish farming will likely minimize effluent discharges 
from aquaculture facilities and reduce the use of anti-
biotics, pesticides, and other chemicals used to treat 
farmed species. It is also likely that polyculture 
approaches will become more popular as aquacultur-
ists attempt to maximize water resources.

As we discuss in the next section, molecular 
genetic approaches will have a powerful impact on 
aquaculture in the future. Using many of the strate-
gies presented in this chapter, along with recombinant 

large supply of fish can be wiped out quickly if disease 
is not controlled.

Some are concerned that the aquaculture indus-
try may be consuming excessive amounts of wild bait 
fish, such as anchovies and herring. Although some 
bait fish are raised by aquaculture, in many areas of 
the world the bait fish used to make fishmeal are still 
netted from wild stocks. For every pound of salmon, 
several pounds of other typically wild-caught fish—
such as anchovies, herring, and mackerel—are used 
to raise the salmon. Growing 1 pound of salmon can 
require 3 to 5 pounds of wild-caught fish. Scientists 
are looking for ways to change the carnivorous feed-
ing habits of some farmed fish by switching them to 
vegetable-based diets, but many aquaculturists are 
concerned about the quality of these fish. Supporters 
of vegetable-based diets claim that some people may 
like salmon that tastes less fishy.

Runoff of animal feces and wastes from traditional 
land farming is a problem that has significant impacts 
on the environment, long of concern to environmen-
talists. Similarly, they are concerned about pollution 
from fish-farming industries. The waste-laden effluent 
water from aquaculture operations—which contains 
untreated feces, urine, and uneaten food—is typically 
discharged into natural waterways. These wastes are 
rich in nitrogen and phosphorus and can lead to algal 
blooms and other problems. Dying algae rob water of 
oxygen, which can lead to fish kills. Fish wastes also 
harbor strains of bacterial pathogens such as Salmonella 
and Pseudomonas, which can affect human health; 
however, the likelihood of disease transmission from 
fish wastes to humans has not been well established. 
At present, it is generally thought that waste produc-
tion from aquaculture has a small overall effect on 
water quality, but this may change as aquaculture 
efforts increase worldwide.

The extermination of “pest” species at aquacul-
ture facilities is another concern. A number of fish-
eating birds (such as cormorants, pelicans, herons, 
egrets, and gulls) as well as mammals (such as seals 
and sea lions) can be subjected to authorized and 
unauthorized capture and extermination. However, 
many facilities employ nonlethal methods (including 
visual harassment with the use of lights, reflectors, 
scarecrows, human presence, and auditory devices 
such as predator distress calls, sirens, and electronic 
noisemakers) to deal with these “pest” species. Under-
water acoustic and explosive devices may also be 
used, along with perimeter fencing and protective 
netting to discourage predators from feeding at fish 
farms.

Concern has also been raised about the discharge of 
chemicals commonly used in many aquaculture opera-
tions. These include antibiotics, pesticides, herbicides 
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the risks of Fish pollution and genetic pollution: Controversies of Aquaculture 
and genetically engineered Species

The term fish pollution describes the escape of aquaculture 
species that can harm natural ecosystems by altering or 
reducing biodiversity; introducing new parasites; compet-
ing with native species for food, habitat, and spawning 
grounds; interbreeding with native stocks; and destroying 
habitats. Farm-raised fish do escape. Many examples of 
fish pollution and its effects have been documented. For 
example, in some waterways in Florida, tilapia—a rapidly 
growing aquaculture panfish with a voracious appetite—have 
outcompeted native species such as bream for spawning 
areas and food. As a result, some native fish in tilapia-
polluted areas have virtually disappeared. Similarly, nonnative 
species of Pacific white shrimp farmed along the Gulf Coast 
of Texas and the Atlantic Coast of South Carolina have 
escaped and are free swimming in these areas.

Evidence suggests that farm-raised Atlantic salmon are 
breeding in waters of the Pacific Northwest. Twenty-six 
stocks of Pacific salmon and steelhead are currently listed 
as endangered or threatened. Many scientists believe 
that the loss of these native species is due to the spread 
of lice and other parasites from farmed fish. In Norway, 
escaped farmed salmon comprise approximately 30% 
of the salmon in local rivers, and they are thought to 
outnumber resident salmon in local streams. A December 
2000 northeaster in Maine—where salmon farming is the 
second-largest fishery behind lobstering—caused the 
uprooting of steel cages containing farm-raised salmon 
and released over 100,000 fish into Machias Bay. This ac-
cident is thought to have been the largest known escape 
of aquaculture fish in the eastern United States. Many are 
concerned that this spill will weaken the genetic poten-
tial of future generations of wild salmon in Maine rivers. 
The U.S. government has already listed wild salmon in 
eight Maine rivers as endangered as a result of concerns 
about the impact of aquaculture in the area. In some 
spawning rivers in New Brunswick and Maine, farmed 
escapee salmon greatly outnumber wild salmon.

The escape of farmed fish has caused environmentalists 
and other groups to rally for a moratorium on new fish 
farms in many areas of the world and for regulation of the 
aquaculture industry. They see fish pollution as a problem 
because farmed fish can threaten native fish species and 
affect natural aquatic ecosystems. Many aquaculture spe-
cies are similar to domestic farm animals in that they have 
become reliant on humans and are poorly adapted to life 
in the wild. Escaped farmed fish can affect the gene pool 
of wild stocks by competing with native stocks during 

breeding and interbreeding with native species. Evidence 
also indicates that farmed salmon produce smaller and 
perhaps less fertile eggs than wild stocks.

Even stronger concerns have been raised about the escape 
of genetically modified species such as transgenics and 
triploids. Although most of these species cannot reproduce, 
no technique ensures that all modified fish will be 
sterile. Once in the wild, oceans cannot be drained to 
retrieve them. Transgenic stocks that escape and grow 
in areas outside of their intended growing range often 
do not grow as well as they do in their intended envi-
ronment. As a result, if they breed with native species, 
mixed stocks often lose biological fitness (the ability 
to reproduce) and grow more slowly. By introducing 
transgenic species, it is possible to erode adaptations 
that have occurred over thousands of years and reduce 
the fitness of native stocks. Fish with enhanced growth 
capabilities may be able to outcompete native fish for 
food and spawning sites. In 2001, Maryland became the 
first state to ban the raising of genetically modified fish 
in ponds and lakes connected to other waterways.

Critics also cite historic examples of the spread of 
nonnative species as reason for concern. For example, 
European zebra mussels—thought to have entered the 
United States in ballast water of oceangoing ships 
entering the Great Lakes during the 1980s—have created 
significant problems. Colonies of these prolific shellfish 
have smothered habitat for other species; through filter 
feeding, they have caused the decline of native plankton 
in the Great Lakes, blocking pipes and growing on the 
hulls of ships. Costs associated with controlling zebra 
mussels in the Great Lakes region alone are estimated to 
exceed $400 million annually.

Even though the U.S. Food and Drug Administration 
(FDA) is involved in regulating the safety of transgenic 
fish as a food source, no clear policies exist for regulat-
ing the release of aquaculture species (including trans-
genics) in the United States. This must change if some 
of the concerns just described are to be addressed. The 
USDA is looking closely at ways to assess the risk of bio-
engineered species and the safety of introducing geneti-
cally modified organisms into the environment in both 
marine and nonmarine environments. Most scientists 
believe that aquaculture and genetic engineering are 
necessary to produce enough food for an increasing hu-
man population, but are the risks of these technologies 
greater than the risks of doing nothing? You decide.

You deCIde
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the discovery and Cloning of novel genes

The gene discovery process in aquatic organisms cov-
ers many interesting areas. For example, a great deal 
of research is dedicated to identifying new genes; 
learning about the environmental factors that control 
gene expression, such as the effects of extreme tem-
perature and deep ocean pressures; identifying the 
molecular basis of unique adaptations; and studying 
genetic and molecular factors such as hormones that 
control the reproduction, growth, and development of 
aquatic organisms.

In addition to identifying novel genes, many 
research groups are involved in identifying mutations 
associated with diseases in fish. Eventually, such infor-
mation will be used in the development of disease-free 
breeder stocks of fish with selected characteristics for 
U.S. hatcheries. By identifying deleterious genes that 
may have negative influences on fish growth, health, 
and longevity, scientists anticipate that many of these 
genes can be modified or removed to produce 
improved species for aquaculture. Discovering genes 
that can be used as probes for the identification of 
microscopic marine organisms such as phytoplankton 
and zooplankton—important food sources for many 
marine species—will help scientists look at environ-
mental effects on the genetics of these microorganisms. 
This is a critically important issue for understanding 
how these microscopic organisms affect organisms 
higher up in the food chain.

Genes are being identified as DNA markers that can 
be used to distinguish wild stocks of fish from hatchery-
reared stocks. Biologists are interested in using these 
markers to identify strains that are more resistant to dis-
ease and receptive to fish farming. Such markers will 
also play important roles as scientists attempt to deter-
mine the effects of farm-raised escapees on native stocks. 
Many of these marker genes are species-specific, and 
they have enabled fish and wildlife officers to apply PCR 
techniques in investigating cases of illegal harvest and 
retail of fish that are subject to quotas. For example, in 
the northeastern United States, blackfish are prized table 
fare. But the overharvesting of blackfish has resulted in 
strict size limits and restricted seasonal dates for legally 
harvesting blackfish. If wildlife officials encounter some-
one they suspect to be a poacher harvesting blackfish 
during the closed season but the poacher has only fil-
lets in the boat and not intact carcasses, how can offi-
cials determine what species the fillets came from? 
Using blackfish-specific primers, PCR assays can be run 
on DNA isolated from fillets to determine if the fillets are 
from blackfish or not.

Cloning the gene for growth hormone (GH) is 
an excellent example of how the gene discovery pro-
cess can lead to advances in marine biotechnology. We 

DNA technology, aquatic biotechnologists will be 
working to increase growth and productivity of 
farmed species while improving disease resistance and 
the genetic composition of important food species. 
Molecular biology will have a strong impact on aqua-
culture, from identifying genes that control reproduc-
tion and the spawning of fish and shellfish to the 
creation of genetically modified species with desired 
characteristics.

Work on understanding conditions that affect the 
mortality of marine organisms during critical times in 
early development will lead to new rearing practices 
that can raise the productivity of farmed species. Many 
countries are actively involved in research related to 
the farming of other species that are difficult to raise 
by aquaculture. For instance, the South Carolina 
Department of Natural Resources is experimenting 
with aquaculture techniques for raising cobia, a very 
popular game fish of high commercial value. Cobia 
roam deep open-water areas of the ocean, making 
them difficult to raise under confined conditions.

So far we have taken a comprehensive look at the 
aquaculture industry—one of the oldest applications 
of aquatic biotechnology. In this section, we have seen 
that aquaculture is not unlike many industries: it ben-
efits society but also poses some problems. In the next 
section, we explore an area that is in its infancy: the 
molecular genetics of aquatic organisms.

10.3  genetic technologies  
and Aquatic organisms

Basic knowledge of gene expression and regulation 
in aquatic organisms and an understanding of genes 
involved in processes such as reproduction, growth, 
development, and survival in extreme environmen-
tal conditions will be critical for applications such as 
maintaining populations of endangered marine spe-
cies, limiting populations of harmful species, and 
advancing the genetic manipulation of aquatic 
organisms.

In addition, pathogens that affect finfish and shell-
fish result in large financial losses each year. Scientists 
are working to improve the survival and growth of 
aquaculture species, and molecular biology is being 
used to learn more about the immune systems of 
aquatic species and their susceptibility and resistance to 
disease-causing organisms, including disease transmis-
sion and the life cycles of the pathogens themselves.

As you will soon learn, one of the ultimate applica-
tions of improving our understanding of the genomes 
of aquatic organisms involves manipulating the genet-
ics of marine species.
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are being used to create transgenic fish and plants with 
enhanced resistance to cold temperatures and freezing. 
For instance, salmon cannot produce antifreeze mole-
cules; thus they die when exposed to near-freezing 
water. Waters off the coast of eastern Canada, too cold 
for wild species of salmon, are being considered as 
potential aquaculture habitat for freeze-resistant species 
of transgenic salmon containing AFP genes.

AFP gene promoter sequences are also being used 
in recombinant DNA experiments to stimulate the 
expression of transgenes, including GH in salmon. 
Transcription from AFP promoter sequences is stimu-
lated by cold temperatures. By ligating genes of interest 
to the 3´ end of AFP promoter sequences, AFP promot-
ers can be used to stimulate the transcription of these 
“downstream” genes under cold-water conditions 
(Figure 10.5). Thus AFP promoter gene constructs can 
serve as very effective transcription vectors to tran-
scribe foreign genes, leading to the increased produc-
tion of protein. Such constructs may be very effective 
for the genetic engineering of fish, as we discuss in the 
next section.

AFPs have been introduced into plants such as 
tomatoes to produce cold-hardy transgenic strains, 
but these are not widely available yet. Few commer-
cial crop plants produce cryoprotective proteins as 
effective as AFPs from fish. For many popular crops 
such as wheat, coffee, fruit (e.g., citrus, apples, pears, 
cherries, and peaches), soybean, corn, and potatoes, 
crop damage as a result of cold temperatures is a prob-
lem worldwide.

Cryoprotection of human cells, tissues, and organs 
is a promising medical application of AFPs. As shown 
in Figure 10.6, cold storage of oocytes used for in vitro 
fertilization is one potential application. AFPs may 
prove useful for the storage of a number of human tis-

have discussed how the cloning of human GH led to 
treatments for dwarfism (Chapter 3). Recall that GH is 
a hormone produced by the pituitary gland that stimu-
lates the growth of bone and muscle cells during ado-
lescence. Cloning of the salmon GH gene has led to the 
development of transgenic species of salmon that 
demonstrate greatly accelerated growth rates compared 
with native strains. We consider the GH example in 
more detail in the next section. As another example, 
University of Alabama-Birmingham researchers have 
cloned the gene for molt-inhibiting hormone (MIH) 
from blue crabs. Molting (shedding) is triggered by a 
decrease in MIH, leading to the production of soft-
shelled crabs that can be eaten whole. Current research 
is under way to block the release of MIH as a way to 
produce soft crabs on demand for the seafood industry.

Antifreeze proteins
One of the most successful examples of the identifica-
tion of novel genes with promising applications involves 
genes for antifreeze proteins (AFPs). A/F Protein, 
Inc., of Massachusetts, is a leader in the production of 
antifreeze proteins. Many of the first AFPs were isolated 
from bottom-dwelling fish species such as northern cod, 
which live off the coast of eastern Canada, and Antarc-
tic fish called teleosts, which live in extremely cold ice-
laden waters—some of the most severe environments 
on earth. Subsequently, AFPs have been isolated from a 
number of other cold-water species, including winter 
flounder (Pleuronectes americanus), sculpin (Myoxocepha-
lus scorpius), ocean pout (Marcrozoarces americanus), smelt 
(Osmerus mordax), and herring (Clupea harengus). Inter-
estingly, similar proteins have been discovered in 
insects, bacteria, and other organisms that can survive 
cold temperatures.

Several types of AFPs have been discovered. Struc-
turally, most AFPs have extensive alpha helices and 
are held together by large numbers of disulfide bridges. 
AFPs function to lower the freezing temperature of 
fish blood and extracellular fluids, thus protecting fish 
from freezing in frigid marine waters. Seawater freezes 
at approximately –1.8°C. AFPs typically lower the 
freezing point of fish body fluids by approximately 2°C 
to 3°C. Currently, the majority of AFPs are isolated 
from fish blood. To meet the heavy demands that are 
expected for applications of AFPs, scientists are work-
ing on recombinant AFP production in bacterial and 
mammalian cells to accommodate anticipated future 
needs for AFPs worldwide.

AFPs protect living organisms from freezing in a 
variety of ways. They can bind to the surfaces of ice 
crystals to modify or block ice crystal formation, lower 
the freezing temperature of biological fluids, and protect 
cell membranes from cold damage. Because of these 
unique abilities, a number of innovative applications for 
these cryoprotective proteins are being developed. AFPs 
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FIgure 10.5 AFp promoters Stimulate gene expression 
in transgenic Fish A recombinant DNA plasmid construct 
containing an antifreeze protein gene promoter from ocean 
pout attached to the cDNA for salmon growth hormone can be 
used to produce rapidly growing fish for aquaculture. Transcrip-
tion from the AFP promoter is stimulated by cold conditions; 
therefore transgenic fish containing this construct synthesize 
large amounts of growth hormone when they are raised in cool 
water. Increased production of growth hormones causes trans-
genic fish to grow faster than native nontransgenic strains.
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that nearly three-fourths of all marine organisms have 
bioluminescent abilities. Bioluminescence is often used 
as a way for fish and other organisms to find each other 
in the dark environments of the ocean during mating 
activities. Genes for red, orange, and yellow fluorescent 
proteins have been cloned from sea anemones, expand-
ing the color palette of proteins available for research-
ers. Previously, we mentioned that the fluorescence of 
some marine species is created by bioluminescent bac-
teria such as Vibrio harveyi and Vibrio fischeri (Chapter 5). 
Osama Shimomura, Martin Chalfie, and Roger Tsien 
shared the 2008 Nobel Prize in Chemistry for the dis-
covery and development of GFP.

Scientists have taken advantage of the fluorescent 
properties of GFP and other similar proteins to create 
unique reporter gene constructs. Reporter genes 
allow researchers to detect the expression of genes of 
interest in a test tube, cell, or even a whole organ. As 
shown in Figure 10.7 on page 248, reporter gene 
plasmids are created by ligating the GFP gene to a 
gene of interest and then introducing the reporter 
plasmid into a cell type of choice. Once inside cells, 
these plasmids are transcribed and translated to pro-
duce a fusion protein that fluoresces when exposed to 
ultraviolet light. Only cells producing the GFP fusion 
protein fluoresce. In this manner, these plasmids serve 
to detect or “report” where the gene of interest is 
being expressed.

This approach has been widely used to study 
basic processes of gene expression and regulation. 
Developmental biologists have used GFP-expressing 
embryonic stem cells to track their differentiation 
into different cell types during the development of 
embryos. Scientists have also used GFP reporter gene 
constructs in many innovative ways that promise to 
advance medical diagnostics and disease treatment 
(Figure 10.7b). For example, GFP genes have been 
used to pinpoint tumor formation in mice, to fol-
low the progress of bacterial infections in the intes-
tines, to monitor the death of bacteria following 
antibiotic treatment, and to study the presence of 
food-contaminating microorganisms in the human 
digestive tract (Figure 10.7c).

Cloning the genomes of marine pathogens
Marine biologists are interested in cloning the genomes 
of a variety of marine pathogens that affect wild and 
farmed species as a way to learn about genes these 
organisms use to reproduce and cause disease. In 2001, 
Chilean scientists deciphered the genome of the bacte-
rium Piscirikettsia salmonis. P. salmonis infects salmon 
and causes a disease called rickettsial syndrome, which 
affects the livers of infected salmon, leading to their 
death. Combating this syndrome is a worldwide prob-
lem for salmon farmers. Currently, no effective treat-
ment exists. In Chile’s salmon industry alone, this 

sues, including blood, and for the development of new 
protocols for the cryogenic storage of human organs 
such as the heart and liver prior to their use in trans-
plantation surgery.

Finally, scientists are investigating ways that AFPs 
may be used to improve the shelf life and quality of 
frozen foods, including ice cream. Changes in the qual-
ity of frozen foods often occur during thawing and 
refreezing, as when you bring home food from the 
store and put it in your home freezer. It is possible that 
AFPs can be used to alter the ice crystallization proper-
ties of frozen foods to improve their overall quality. 
Scientists have even proposed using AFPs to control 
ice formation on aircraft and roadways.

As you can see, AFPs may be useful for a number 
of interesting applications. Undoubtedly the ocean 
harbors many species containing many other novel 
genes that may be exploited to benefit biotechnology 
in the future.

“green genes”
An outstanding example of a research application 
involving a novel gene from an aquatic organism 
involves the bioluminescent jellyfish Aequorea victoria. A. 
victoria can fluoresce and glow in the dark because of a 
gene that codes for a protein called green fluorescent 
protein (GFP). GFP produces a bright green glow 
when exposed to ultraviolet light. It has been estimated 
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FIgure 10.6 AFps as Cryoprotectants of human tis-
sues Bovine oocytes were incubated for 24 hours at 4°C in the 
absence (control) or presence of different types of AFPs or anti-
freeze glycoprotein (AFGP), a carbohydrate-rich type of AFP, and 
then fertilized with bovine sperm. Notice how the AFP- and AFGP-
treated oocytes show fertilization rates similar to those of fresh 
oocytes, thus indicating that AFPs can provide cold protection of 
oocytes that will maintain their ability to be fertilized.
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Gulf Coast. In fish, P. piscicida causes lesions, hemor-
rhaging, and other symptoms that can lead to the 
death of infected fish. One reason this pathogen has 
attracted so much attention, bordering on hysteria in 
some coastal communities affected by large fish kills, 
is because evidence indicates that P. piscicida toxins 
can also have serious health effects on humans.

Scientists are working on ways to use molecular 
approaches in the battle against diseases and parasites 
that have essentially eliminated commercial fishing for 
oysters in several areas of the United States. Across the 
country, oysters have been under siege. As a result of 
overharvesting, pollution, habitat destruction, and par-
asitic and viral diseases, oyster stocks are nonexistent in 

syndrome causes financial losses of an estimated $100 
million per year. Armed with genome information 
about pathogens, scientists are trying to bolster the 
immune systems of farmed species to improve their 
resistance to pathogens. For example, it may be possi-
ble to inject genes or proteins from P. salmonis into 
salmon as vaccines to stimulate their immune systems 
to defend against infection by these bacteria.

Similar genome studies are under way to clarify 
the genetics of Pfiesteria piscicida, a toxic dinoflagellate 
that some scientists believe is responsible for major 
fish kills and shellfish disease in North Carolina estu-
aries. P. piscicida has also caused fish kills and disease 
in aquaculture facilities from the mid-Atlantic to the 

Reporter
plasmid

Human gene
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Insert GFP gene
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Insert gene of interest
(i.e., human gene for a
protein produced by
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to determine expression 
of human gene.
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fig. 10.7

FIgure 10.7 the gFp gene Is a 
Valuable reporter gene (a) GFP 
reporter gene constructs can be  
created in plasmids by ligating the 
GFP gene to a gene of interest. In this 
example, a human gene encoding a 
protein produced by neurons is 
attached to the GFP gene and the 
plasmid is introduced into cells in  
culture. These cells will then express 
mRNA molecules, which will be trans-
lated to produce a fusion protein in 
which GFP is attached to the cloned 
human protein. Cells producing this 
fusion protein will fluoresce when 
exposed to ultraviolet light, “report-
ing” the location of the expressed pro-
tein. (b) A GFP reporter gene is being 
used to detect a protein in human 
neurons that may be responsible for 
the neurodegenerative condition 
called Huntington’s disease. (c) GFP 
reporter plasmids have also been used 
to detect disease-causing bacteria in 
the human digestive tract, such as the 
Campylobacter jejuni species shown 
here infecting human intestinal cells. 
C. jejuni is a common contaminant of 
chicken, causing approximately  
2.4 million cases of food poisoning in 
the United States each year.
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urchins will continue to be very valuable experimen-
tal model organisms for molecular biologists studying 
both aquatic genomes and the human genome.

genetic Manipulations of Finfish and 
Shellfish
Biologists throughout the world are using genetic 
techniques to create breeds of finfish and shellfish with 
such desired characteristics as improved growth rates 
and disease resistance. Table 10.2 shows examples of 
different species that have been genetically engineered 
for a variety of purposes.

genetically engineered species:  
transgenics and triploids
We have discussed how transgenic organisms (trans-
genics) can be created. Transgenic fish, like other 
transgenics, contain DNA from other species, and interest 

many areas formerly known as rich sources of oysters 
for human consumption. Protozoans have caused sub-
stantial damage to oyster populations in the eastern 
United States. The parasites Dermo (Perkinsus marinus), 
SSO (Haplosporidium costale), and MSX (Haplosporidium 
nelsoni) have devastated eastern oyster (Crassostrea virgi-
nica) populations in many areas of the country, such as 
the Chesapeake Bay in Maryland and the Delaware 
Bay in New Jersey. Similar problems have occurred 
along the Gulf Coast and California.

Until recently, part of the difficulty in combating 
these diseases was a lack of sufficient numbers of par-
asites to study. Cell culture techniques have been 
used to overcome this problem, and researchers are 
now learning a great deal about the molecular biology 
of Dermo, SSO, and MSX. Molecular techniques have 
been used to learn about the life cycle of these para-
sites, and molecular probes are now available for their 
detection in the field and in aquaculture facilities. For 
instance, PCR-based approaches have proven very 
effective for the rapid and sensitive detection of 
Dermo, SSO, and MSX, allowing aquaculturists to 
screen and identify diseased oysters before widespread 
infections occur (Figure 10.8).

A greater understanding of genes involved in the 
oyster’s immune system has also led to new strate-
gies for transferring genes for disease resistance from 
species such as the Pacific oyster (Crassostrea gigas) 
into the more susceptible species of eastern oysters, 
such as C. virginica. In the future it may be possible to 
create transgenic species of oysters with genes that 
will provide resistance to damage by these and other 
parasites.

genomics and aquatic organisms
Not surprisingly, genomics approaches are being used 
to analyze the genomes of a number of aquatic spe-
cies. An international team of scientists has completed 
the sequencing of the sea urchin’s genome. Sea 
urchins are echinoderms, a group of marine animals 
that include starfish and sea cucumbers. Urchins are 
believed to have originated over 540 million years 
ago. Their genome has been of great interest to molec-
ular biologists because urchins share a common 
ancestor with humans. From this ancestor a super-
phylum of animals called the Deuterostomes arose; 
included in this phylum are echinoderms, humans, 
and other vertebrates. Because Deuterostomes are 
more closely related to each other than to animals not 
in this superphylum, genome scientists expected that 
sea urchins would be genetically similar to humans. 
Comparative genomic studies have shown that we 
share approximately 7,000 genes with urchins, 
including genes involved in hearing, balance, immu-
nity, and development. We therefore expect that 

FIgure 10.8 pCr Can Be used to detect dnA from oyster 
pathogens Dermo, SSO, and MSX are significant causes of 
mortality in oysters. PCR can be used to detect DNA from these 
pathogens in oyster tissues, helping scientists determine when 
these parasites are present in an effort to control oyster infec-
tion that can decimate large populations of these shellfish. In 
this example, notice that DNA samples from the digestive tract 
and gill of an oyster show the presence of DNA for Dermo (indi-
cated by the arrow). M, DNA size markers.
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approval from the agency to market transgenic fish 
containing AFP genes. Many other companies are also 
seeking FDA approval for the sale of transgenic fish. 
Cuba is the most progressive country in the world 
when it comes to the use of genetically modified foods, 
particularly seafood. Genetically modified tilapia are 
already sold for human consumption in Cuba. Simi-
larly, Norwegian companies have developed geneti-
cally modified farm-raised tilapia that grow nearly 
twice as fast as wild tilapia.

Aqua Bounty Technologies in Massachusetts has 
produced transgenic Atlantic salmon containing a GH 
gene and a gene regulatory sequence from Chinook 
salmon (Oncorhynchus tshawytscha)—a species that 
demonstrates more rapid growth and larger adult-size 
capabilities than most Atlantic salmon, as well as a reg-
ulatory sequence from an eel-like organism called 
ocean pout. Atlantic salmon normally stop growing in 
the winter; not so with these transgenics which grow 
nearly 400% to 600% faster than nontransgenic 
salmon (Figure 10.9). Such fish reach market size in 
18 months instead of the traditional 30 months. Aqua 
Bounty has been trying for more than 10 years to get 
FDA approval for these salmon despite data indicating 
no difference in nutritional value, appearance, or taste 
of these fish compared with wild salmon. In 2009, the 
FDA classified genetically modified changes in animals 
as veterinary drugs. As of early 2011, the FDA was still 
considering approval of these transgenic salmon. A 
main risk assessment concern continues to be the eco-
logical impacts of these salmon. Aqua Bounty says that 
all of these transgenic salmon are female and approxi-
mately 99.8% of them are sterile triploids (see the dis-
cussion of triploids beginning on the next page).

in transgenic fish has increased along with the aquacul-
ture industry. Aquaculturists are interested in using 
recombinant DNA techniques to genetically engineer fish 
designed to grow faster and healthier.

As shown in Table 10.3, many species have been 
genetically modified for potential applications in the 
aquaculture industry. Foreign genes have been 
inserted into finfish and shellfish to accelerate growth, 
increase cold tolerance and disease resistance, and 
alter flesh qualities to improve table quality. Although 
transgenic strains of corn, soybeans, and tomatoes 
have been in use in the United States for years, no 
transgenic fish have been approved by the FDA for 
human consumption. A/F Protein, Inc., has requested 

tABle 10.2  genetICAllY engIneered FISh  
And ShellFISh

Source: Adapted from Goldberg, R., and Triplett, T. (2000): Some-
thing Fishy. Environmental Defense, www.environmentaldefense.org.

Fish Species Shellfish

Atlantic salmon Abalone

Bluntnose bream Clams

Channel catfish Oysters

Chinook salmon

Coho salmon

Common carp

Gilthead bream

Goldfish

Killifish

Largemouth bass

Loach

Medaka

Mud carp

Mummichog

Northern pike

Penaeid shrimp

Rainbow trout

Sea bream

Striped bass

Tilapia

Walleye

Zebrafish

FIgure 10.9 transgenic Salmon Transgenic salmon, which 
overexpress growth hormone genes, show greatly accelerated 
rates of growth compared with wild strains and nontransgenic 
domestic strains of salmon. On average, these transgenic 
strains of salmon weigh nearly 10 times more than nontrans-
genic salmon.

www.environmentaldefense.org
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United States. A number of antibiotechnology groups 
voiced their protests about this novelty use of genetic 
engineering.

Although transgenic species are the most com-
mon type of genetically modified marine species, a 
number of polyploid species have been created. 
Polyploids are organisms with an increased number of 

In 2004, Yorktown Industries of Austin, Texas, 
made popular news headlines when they announced 
they had created the GloFish, a transgenic strain of 
zebrafish containing the red fluorescent protein gene 
from sea anemones. When ultraviolet light illuminates 
GloFish, they fluoresce bright pink; they were adver-
tised as the first genetically modified pet sold in the 

tABle 10.3 exAMpleS oF genetICAllY ModIFIed SpeCIeS BeIng teSted For uSe In AquACulture

Species Foreign gene desired effect and Comments Country

Atlantic salmon AFP Cold tolerance United States, Canada

AFP salmon GH Increased growth and feed efficiency United States, Canada

Coho salmon Chinook salmon GH 1 AFP After 1 year, 10- to 30-fold growth 
increase

Canada

Chinook salmon AFP salmon GH Increased growth and  
feed efficiency

New Zealand

Rainbow trout AFP salmon GH Increased growth and feed efficiency United States, Canada

Cutthroat trout Chinook salmon GH 1 AFP Increased growth Canada

Tilapia AFP salmon GH Increased growth and feed efficiency; 
stable inheritance

Canada, United Kingdom

Tilapia GH Increased growth and stable inheritance Cuba

Modified tilapia insulin- 
producing gene

Production of human insulin for  
diabetics

Canada

Salmon Rainbow trout lysosome gene  
and flounder pleurocidin gene

Disease resistance; still in development United States, Canada

Striped bass Insect genes Disease resistance; still in early  
stages of research

United States

Channel catfish GH 33% growth improvement in culture  
conditions

United States

Common carp Salmon and human GH 150% growth improvement in culture 
conditions; improved disease resistance; 
tolerance of low oxygen levels

China, United States

Goldfish GH AFP Increased growth China

Abalone Coho salmon GH 1 various  
promoters

Increased growth United States

Oysters Coho salmon GH 1 various  
promoters

Increased growth United States

Rabbit Salmon calcitonin-producing gene Calcitonin production to control calcium 
loss from bones

United Kingdom

Strawberries and 
potatoes

AFP Increased cold tolerance United Kingdom,  
Canada

Note: The development of transgenic organisms requires the insertion of the gene of interest and a promoter, which is the 
switch that controls expression of the gene. AFP, antifreeze protein gene (Arctic flatfish); GH, growth hormone gene.
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fertilizing a normal haploid egg with two spermatozoa 
(Figure 10.11b). The resulting embryo is a triploid 
containing one set of chromosomes from the egg and 
one set from each of two different sperm.

Polyploidy usually influences the growth traits of 
an organism. For instance, triploids typically grow 
more rapidly, in most species 30% to 50% faster, and 
larger than their normal diploid cousins. But most 
triploids are sterile because they produce gametes 
with an abnormal number of chromosomes; in some 
cases triploids may not produce any gametes. One of 
the first widely used triploid strains of fish was the 
triploid grass carp (Ctenopharyngodon idella). Grass carp 
have a voracious appetite for many types of aquatic 
vegetation. In the early 1960s, the U.S. Fish and Wild-
life Service imported diploid grass carp, which are 
native to Malaysia. In the early 1980s, triploid grass 
carp were developed by temperature-shocking eggs to 
create diploid eggs and fertilizing these eggs with nor-
mal haploid sperm. Triploids grow rapidly and can 
exceed 25 pounds. Because of their ability to consume 
large amounts of vegetation, grass carp became very 
popular for controlling the growth of aquatic weeds in 
freshwater ponds and lakes throughout the United 
States. Triploid grass carp became an instant favorite 
among pond and lake managers, who could stock 
these fish in lakes as a “natural” way to control weed 
growth, minimizing the need to use large doses of 
chemical herbicides.

Not everyone has been thrilled with triploid grass 
carp. In some waterways, because of grass carp over-

complete sets of chromosomes. As we have already dis-
cussed, most animal and plant species are diploid 
(abbreviated 2n, where n = number of chromosomes), 
meaning that they have two sets of chromosomes in 
their somatic cells and a single, or haploid number 
(n), of chromosomes in their gametes. In humans, the 
haploid number of chromosomes is 23; therefore the 
diploid number of chromosomes in human somatic 
cells is 46 (2n = 46). Figure 10.10 is a simple repre-
sentation of the differences among haploid, diploid, 
and polyploid species.

The majority of polyploid marine species created 
to date are triploid species. Triploid organisms con-
tain three sets of chromosomes (3n). A number of dif-
ferent techniques can be used to create triploids. Trip-
loids are usually derived by subjecting fish eggs to a 
temperature change or chemical treatment to interfere 
with egg cell division. Eggs treated in this way mature 
with an extra set of chromosomes.

For instance, treating eggs with colchicine, a 
chemical derived from the crocus flower (Colchicum 
autumale), is one common approach to creating poly-
ploids (Figure 10.11a). Colchicine blocks cell division 
by interfering with the formation of microtubules nec-
essary for cell division. As a result, the chromosomes 
replicate in treated egg cells, but these cells are inca-
pable of dividing. Therefore these eggs have a diploid 
number of chromosomes, twice as many chromo-
somes as normal. Fertilization of such an egg cell by a 
normal haploid sperm cell results in a triploid organ-
ism. Another approach to producing triploids involves 

Normal chromosome complement in a somatic cell

Haploid (n) number of chromosomes in a gamete (egg or sperm)

Polyploid cells contain three or more sets of chromosomes

Diploid
(2n)

Monoploid
(n)

Triploid
(3n)

Tetraploid
(4n)

1 2 3 4

Figure 10.10 Polyploid Species Have 
Variations in Complete Sets of Chromo-
somes Somatic cells from many animal and 
plant cells have a diploid number of chromo-
somes, whereas gametes have a single set, or 
haploid number, of chromosomes. Polyploids 
contain three or more sets of chromosomes. 
Chromosomes from an organism with a diploid 
number (2n) of eight chromosomes are shown. 
Although tetraploid (4n) and pentaploid (5n) 
organisms can be created, the vast majority of 
marine polyploid species are triploids (3n).
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to spawn. Lean oysters are undesirable for market sale. 
Because triploids do not spawn, they grow fat all sum-
mer, making them market-ready.

In the next section we introduce you to some of 
the valuable ways in which aquatic organisms are 
being used for important medical applications.

10.4  Medical Applications  
of Aquatic Biotechnology

Relatively few medical products have been derived 
from aquatic organisms, but this is rapidly changing. 
Aquatic scientists believe that oceans and freshwater 
habitats possess near limitless opportunities for the 
identification of medical products. In the future, it is 
anticipated that new and important classes of drugs 
will be derived from aquatic organisms and used for 
human benefit, and marine organisms may be used as 
biomedical models to understand, diagnose, and treat 
human diseases. Bioprospecting research on marine 

population (grass carp have few natural predators), 
they have been so effective at eating their way 
through aquatic vegetation that water quality has 
changed substantially. Dramatic decreases in weeds 
used as habitat by many sport fish, such as trout and 
bass, have led to a decline in fishing in previously pro-
ductive fishing waters. Also, many triploids have 
escaped into waters adjacent to their original stocking, 
leading to the loss of vegetation in areas such as 
marshes and natural lakes not originally targeted for 
weed control. Finally, reproduction from these pre-
sumably sterile fish has also been documented.

Another polyploidy success story involves the trip-
loid oyster, credited with reviving a diminishing oyster 
industry on the West Coast. Oyster production is sea-
sonal because it is strongly influenced by weather, 
breeding patterns, and habitat. Not only has the devel-
opment of a triploid strain of the Pacific oyster provided 
for year-round harvesting, but the triploid oysters 
grow substantially larger than their diploid cousins. 
Diploids normally store sugars in their tissue and then 
become lean in the summer while expending energy 

(a) Chemical treatment to disrupt chromosome movement (b) Multiple fertilization

n egg

n sperm

3n triploid

3n triploid

Diploid
2n = 4

1) During meiosis I, chromosomes fail 
 to segregate properly, producing one 
 gamete with no chromosomes and 
 one with 2n chromosomes.

1) A normal haploid egg is 
 fertilized by two normal sperm.

2) The resulting triploid individual has
 two chromosomes from the egg plus
 four more chromosomes donated by
 the two sperm.

2) After its second meiotic division,
 the 2n gamete fuses with a 
 normal gamete, producing a 
 triploid individual.

Meiosis I

Meiosis II

2n egg n sperm

+

Haploid

FIgure 10.11 producing a triploid (a) Egg cells can be chemically treated to block 
chromosome movement during cell division to produce diploid eggs. (b) When these eggs 
are fertilized by a normal haploid sperm cell, triploid offspring are produced. A triploid can 
also be created by the fertilization of a normal haploid egg by two normal haploid sperm.
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pilings at the edges of oceans and bays. Day after day, 
these creatures are pounded by waves. They dry out 
during low tides, then as the tide rises, are submerged 
again and pounded by waves. How do they maintain 
their contacts to rocks and other structures without 
being crushed or pulled off the rocks? The answer lies 
in a unique form of protein-rich superadhesive called 
byssal fiber (Figure 10.12).

Byssal fibers are several times tougher and more 
extensible than human tendons, which themselves are 
tougher than steel. The adhesive and shock-absorbing 
elastic properties of byssal fibers absorb energy and 
stretch as waves tug away at the mussels. Although it 
would be cost-prohibitive to isolate byssal fibers from 
mussels directly (nearly 10,000 mussels would be 
required for 1 gram of adhesive), scientists are using 
recombinant DNA techniques to express the byssal 
fiber genes in bacteria and yeast to produce these 
adhesive proteins on a large scale.

Although still several years from development, 
byssal fiber proteins are being considered for a wide 
variety of diverse applications from automobile tires to 
shoes and from bone- and tooth-repair strategies to soft 
body armor for soldiers. Other potential uses include 
surgical sutures and artificial tendons and ligaments to 
be used as grafts.

species is ongoing around the world, and we have 
many reasons to be optimistic that the waters of the 
world will yield novel medical treatments.

Bioprospecting to Isolate Medicines  
from the Sea
A wide number of marine species contain or are sus-
pected to contain compounds of biomedical interest, 
including antibiotics, antiviral molecules, anticancer 
compounds, and insecticides. These species include sea 
sponges, members of the phylum Cnidaria (hydras, 
jellyfish, sea anemones, and a variety of corals), mem-
bers of the phylum Mollusca (snails, oysters, clams, 
octopuses, and squid), and sharks, among many oth-
ers. The wealth of marine organisms under study is 
broad and impressive. Let’s consider a few potential 
medical applications of aquatic products.

Osteoporosis, a condition characterized by a pro-
gressive loss of bone mass, creates porous, brittle bones 
that can lead to fractures of the hip, legs, and joints, 
thus severely hindering an individual’s lifestyle. Over 
90% of the roughly 25 million Americans affected by 
osteoporosis are women. A common treatment for 
osteoporosis is estrogen therapy. This medication is 
ineffective for many women, and the long-term health 
effects of estrogen are a concern. Other individuals are 
treated with human recombinant calcitonin, a thyroid 
hormone that stimulates calcium uptake and bone cal-
cification and inhibits bone-digesting cells called osteo-
clasts. Researchers have discovered that some species of 
salmon produce a form of calcitonin with a bioactivity 
that is 20 times higher than that of human calcitonin. 
Cloned forms of salmon calcitonin are now available 
for delivery as an injection form and a nasal spray.

The exquisite patterns of coral reefs around the 
world are created by the skeletons of corals. These 
structures partially consist of hydroxyapatite (HA), 
an important component of the matrix that consti-
tutes bone and cartilage in animals, including humans. 
The biotechnology company Interpore International 
has developed technology that allows HA implants to 
be cut into small boxes and used to fill gaps in frac-
tured bones. These boxes are ultimately invaded by 
local connective tissue cells that speed repair. As a 
result, patients avoid the necessity of bone grafts 
derived from other parts of their bodies. These 
implants may also serve to fill bone material lost 
around the root of a tooth.

Similarly, a number of adhesives have been identi-
fied in glue-like resins produced by mussels and other 
shellfish. A favorite dish in many seafood restaurants 
consists of mussels (Mytilus edulis); these are hinged-
shelled mollusks that live in harsh, physically demand-
ing environments. They typically adhere to rocks or 

FIgure 10.12 Mussels produce unique Adhesives Mus-
sels and other shellfish cling tightly to rocks and other surfaces 
by producing a unique type of adhesive called byssal fiber. Bys-
sal fibers are remarkably strong. They can withstand tremen-
dous physical forces such as those created by waves in the 
water where mussels live.

Byssal fibers

4914510021
fig. 10.13 
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Researchers are also examining anti-inflammatory 
compounds found in coral extracts. Such compounds 
may lead to new treatment strategies for skin irrita-
tions and inflammatory diseases such as asthma and 
arthritis. Table 10.4 lists examples of medical com-
pounds isolated from aquatic organisms.

Other researchers are developing culturing systems 
to provide adequate supplies of marine organisms such 
as single-celled plankton called dinoflagellates, which 
contain components useful in the treatment of tumors 
and cancers. Recently a marine invertebrate called 
Bagula neritina was shown to contain minute amounts 
of a compound that is active against certain types of 
leukemia. Because large amounts of this compound 
will be needed for human studies, molecular cloning 
techniques will be important if this compound is to be 
produced in mass quantities.

Similarly, the Japanese pufferfish, or blowfish 
(Fugu rubripes), has been getting a lot of attention 
lately (Figure 10.13). Fugu is famous for its ability to 
swallow water and “puff up” when threatened and to 
produce a potent nerve cell toxin called tetrodotoxin 
(TTX). TTX is one of the most toxic poisons ever dis-
covered (nearly 10,000 times more lethal than cya-
nide). Hollywood has often depicted Fugu in movies, 
showcasing its ability to produce its deadly toxin. In 
Japan, Fugu is a prized and very expensive delicacy for 
many sushi lovers who enjoy the food quality of this 
tasty fish despite the risk (eating Fugu kills nearly 100 
people, mostly in Japan, each year).

Scientists have used TTX to develop a greater 
understanding of how proteins called sodium chan-
nels help neurons to produce electrical impulses. 
TTX is a deadly poison because it blocks sodium 
channels and prevents nerve impulse transmission. 

One category of drugs from the sea that appears 
to provide promising medical applications of aquatic 
biotechnology is the identification of anti-inflammatory, 
analgesic (pain-killing), and anticancer compounds 
that may be used to treat humans. Over a dozen dif-
ferent anticancer compounds have been isolated 
from marine invertebrates, particularly sea sponges, 
tunicates, and mollusks. Many of these compounds 
are in various stages of clinical trials that will ideally 
lead to new and effective drugs on the market. Sev-
eral groups of researchers are studying venomous 
marine creatures in the hope of identifying sub-
stances that may be used to treat nervous system dis-
orders.

Marine cone snails, a potentially lethal species, 
produce conotoxins, molecules that can target specific 
neurotransmitter receptors in the nervous system. In 
2004, the FDA app roved the drug Prialt (ziconotide), 
a peptide conotoxin purified from the marine cone 
snail Conus magus by the Elan Corporation of Ireland. 
Conotoxins such as Prialt represent a promising new 
source of neurotoxins with the ability to act as strong 
painkillers by blocking neural pathways that relay 
pain messages to the brain. Prialt has been success-
fully used to treat chronic, severe forms of pain, such 
as back pain.

Yondelis (trabectedin or ecteinascidin), an antitu-
mor drug isolated from the sea squirt Ecteinascidia tur-
binate, has been granted orphan drug status by the 
European Commission and the FDA for the treatment 
of soft tissue sarcomas and ovarian cancer. Yondelis is 
also in phase II trials for the treatment of prostate and 
breast cancer. Yondelis binds in the minor groove of 
DNA and inhibits cell division by blocking transcrip-
tion and DNA repair proteins.

Figure 10.13 Marine Organisms 
Such as Pufferfish are Helping  
Scientists Discover New Ways to Treat 
Cancer and Chronic Pain in Humans
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have developed. For example, researchers are cur-
rently studying marine organisms that show tolerance 
to ultraviolet light; these may prove to be a source of 
natural sunscreens. As another example, alligator 
wounds are remarkably resistant to infection, even 
though alligators swim in microbe-infested waters. 
Scientists have found that alligators produce antimi-
crobial peptides capable of killing such microbes as 
MRSA (methicillin-resistant Staphylococcus aureus, 
which is responsible for about 70% of lethal infec-
tions in hospitals), which have become immune to 
modern antibiotics.

Even discarded crab shells from the commercial 
crabbing industry play a role in medical applications of 
aquatic biotechnology. The outer skeleton, or exoskel-
eton, of members of the phylum Arthropoda—which 
includes crabs, lobsters, shrimp, insects, and spiders—
is a rich source of chitin and chitosan. These com-
plex carbohydrates are structurally similar to cellulose, 
which forms the tough outer layer of the cell wall in 
plants. Cellulose is widely known as a source of dietary 
fiber. Similarly, chitin and chitosan are also sources of 
fiber. Eating vegetables and fruits to get fiber is much 
easier on your digestive tract than eating crab shells. 
Nonetheless, ground-up extracts of crab shell can be 
purchased as a powder in many nutrition stores. Many 
skin creams and contact lenses also contain chitin, and 
chitin has been used to create nonallergenic dissolv-
able stitches that appear to stimulate healing when 
surgeons place them in humans.

To date, few drugs from the sea have widespread 
use in the medical market; however, in the future, 
recombinant DNA technologies will lead to enhanced 

An understanding of how TTX affects sodium chan-
nels has led to the development of new drugs that 
are being tested not only as anesthetics to treat 
patients with different types of chronic pain but also 
as anticancer agents in humans. Researchers are also 
working on sequencing the pufferfish genome, 
which contains nearly the same number of genes as 
that of humans but is much smaller. Fugu also con-
tains far less noncoding DNA (introns) than the 
human genome, so it is also considered an ideal 
model organism for studying the importance of 
introns.

A steroid called squalamine, first identified in dog-
fish sharks (Squalus acanthias), appears to be a potent 
antifungal agent that may be used to treat life-threat-
ening fungal infections that can kill patients with con-
ditions such as AIDS and cancer. Sharks rarely develop 
cancer (although it is a myth that sharks do not get 
cancer), and shark cartilage has been proposed to be a 
rich source of anticancer agents. Although no com-
pounds from shark cartilage have demonstrated effec-
tiveness in controlled clinical trials, shark cartilage 
extracts possess antiangiogenic compounds, and carti-
lage extracts are in various stages of clinical trials. 
Angiogenesis, or the formation of blood vessels, is a 
process that is often required for growth and develop-
ment of many types of tumors. By blocking blood ves-
sel formation, antiangiogenic compounds derived from 
marine species show promise for inhibiting the growth 
of certain tumors.

In addition, because many aquatic organisms live 
in harsh environments, scientists are optimistic that 
we can learn from the adaptations these organisms 

tABle 10.4 exAMpleS oF MedICAl CoMpoundS FroM AquAtIC orgAnISMS

organism Medical product Application

African clawed frog (Xenopus laevis) Magainins Antimicrobial peptides first discovered in frog skin. Used to 
treat bacterial infections.

Coho salmon (Oncorhynchus kisutch) Calcitonin Hormone that stimulates calcium uptake by bone cells. 
Used to treat osteoporosis.

Hammerhead shark (Sphyrna lewini) Neovastat Antiangiogenic compound (blocks blood vessel formation). 
Used to treat cancer.

Leech (Hirudo medicinalis) Hirudin Saliva peptide from leeches used as an anticoagulant to 
thin blood.

Marine cone snail (Conus magus)

Sea sponge (Halichondria okadai)

Sea squirt (Ecteinascidia turbinata)

Prialt (ziconotide)

Eribulin

Yondelis (trabectedin)

Synthetic peptide toxin used as a pain reliever to treat 
chronic severe pain and arthritis.

Chemotherapy compound for breast cancer treatment.

Antitumor agent developed for the treatment of advanced 
soft tissue sarcoma.
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carrageenans have been used as thickening agents and 
for improving the way foods “feel” in our mouths when 
we eat them. Some of the most common applications of 
carrageenans include their use as stabilizing and bulking 
agents in chewing gum, chocolate milk, beers and wine, 
salad dressings, syrups, sauces, processed lunch meats, 
adhesives, textiles, polishes, and hundreds of other 
products. The Philippines is the world’s largest produc-
ers of red seaweeds (Rhodophyta), from which many 
carrageenans are derived. Red algae are also prized for 
their use in nori, a paper-thin seaweed product used to 
wrap sushi. Improvements in farming seaweeds have 
allowed for increased production of other algal poly-
mers, including agar and alginic acids, which are impor-
tant research materials used, respectively, to make agar 
gels for plating bacteria and to create agarose gels for 
DNA electrophoresis (Chapter 3).

Biomass and Bioprocessing
One newly emerging area of marine biotechnology 
involves the exploration of marine biomass. A mat of 
aquatic weeds of algae represents biomass, as does a 
school of fish. As you know, plants are responsible for 
the production of oxygen through the process of pho-
tosynthesis, in which carbon dioxide and water are 
converted into carbohydrates and oxygen. Marine 
plants (including seaweeds, grasses, and planktons) 
use photosynthesis to capture and convert a tremen-
dous amount of energy (nearly 30% of all energy pro-
duced worldwide) from the sun into chemical energy. 
Can chemical energy from such biomass be harvested?

Scientists are examining ways in which algae and 
plants may be used to produce alternative fuels. For 
example, it may be possible to take advantage of the 
rapid biosynthetic capabilities of marine algae—with 
their ability to mass-produce hydrocarbons and lipids 
in extraordinary quantities—to provide alternative 
sources of materials that are normally cost-prohibitive 
to produce or to isolate from natural materials. Simi-
larly, it may be possible to convert marine biomass 
into fuels such as ethanol.

The U.S. Naval Research Lab has investigated 
potential ways to use plankton as underwater “fuel 
cells.” Plankton at the water’s surface release energy as 
they undergo photosynthesis, whereas plankton closer 
to the sediment at the bottom of the ocean (where 
there is less oxygen) use other reactions to generate 
energy. As a result, scientists have found that these 
plankton create a natural voltage gradient from the 
surface to the ocean floor that can be harvested to pro-
duce an indefinite source of electricity. In the future, 
the ocean may turn out to be a valuable resource for 
providing energy. Last, scientists are exploring ways in 
which biomass of marine algae may be used to increase 

abilities to produce bulk quantities of the bioactive 
compounds typically found in very low concentrations 
in aquatic organisms.

10.5 nonmedical products

To further appreciate the potential of our world’s 
waters, we now take a look at a number of aquatic 
products, from research reagents to food supplements, 
which have had an impact on the biotechnology 
industry.

A potpourri of products
We have discussed the importance of Taq polymerase, 
isolated from the archaebacteria Thermus aquaticus, 
found in hot springs, which allowed for the develop-
ment of the PCR as a powerful tool in molecular biol-
ogy (Chapter 3). The ocean also has proved to be an 
excellent source of enzymes and other products that 
have played an important role in basic and applied 
research. For example, bacteria living near hydrother-
mal vents (hot-water geysers on the ocean floor) have 
yielded a second generation of heat-stable enzymes for 
use in PCR and DNA-modifying enzymes, including 
ligases and restriction enzymes.

Other enzymes produced by marine bacteria pos-
sess a variety of interesting properties that may result 
in important applications in the future. Some enzymes 
are salt-resistant, which renders them ideal for indus-
trial scale-up procedures involving high-salt solutions. 
We have discussed the role of the bioluminescent bac-
terium Vibrio harveyi in detecting environmental pollu-
tion (Chapter 5). Marine species of Vibrio produce a 
number of proteases, including several unique prote-
ases that are resistant to the detergents used in many 
manufacturing processes. As a result, these detergent-
resistant proteases may have potential applications for 
degrading proteins in cleaning processes, including their 
use in laundry detergent for removing protein stains in 
clothes. Vibrio is also a good source of collagenase, a 
protease used in tissue culturing. When scientists are 
looking to grow cells, such as liver cells in culture, they 
can use collagenase to digest the connective tissues 
holding cells together so the individual cells can be dis-
persed into cell culture dishes.

Another product of the sea is carrageenan, an 
ingredient in many preserved foods, toothpaste, and 
cosmetics. This sulfate-rich polysaccharide, extracted 
from red seaweeds, has been used in many products for 
over 50 years. There is a large family of carrageenan 
polysaccharides. They have the ability to form gels of 
varying densities at different temperatures. As a result, 
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In marine environments, barnacles, algae, mussels, 
clams, and bacteria are among the most common 
organisms responsible for biofilming (Figure 10.14). 
As the term biofilming suggests, these organisms liter-
ally grow to create a layer, or usually multiple layers, 
that create a “film” over the surfaces to which they 
adhere. However, biofilming is not exclusively a 
marine problem. For example, similar biofilming 
occurs in the plumbing of your home, on contact 
lenses, and in your mouth. Bacteria that coat your 
teeth and bacteria that adhere to implanted surgical 

the absorption of carbon dioxide and decrease green-
house effects on the earth.

Marine scientists are exploring ways in which 
bioprocessing may involve marine products to pro-
duce a biological product such as a recombinant 
protein. Algae may potentially b e very valuable for 
expressing recombinant proteins. Researchers have 
found that they can make an abundance of proteins, 
such as antibodies, in marine algae because they can 
be grown on a very large scale. Marine biologists are 
exploring how marine organisms may be used to syn-
thesize a variety of polymers and other biomaterials, 
which may be used for industrial manufacturing pro-
cesses. For instance, oyster shell proteins are being 
considered as additives in detergents and other sol-
vents as nontoxic, biodegradable alternatives to cur-
rently used materials.

We conclude this chapter by discussing how 
aquatic organisms are being considered for use in 
applications to clean up the environment.

10.6  environmental Applications 
of Aquatic Biotechnology

Unfortunately the world’s oceans have long served as 
dumping grounds for the wastes of humanity and 
industrialization, with too little thought given to the 
effect of pollution on fish stocks, marine organisms, 
and the environment. Clearly, oceans do not have an 
infinite ability to accept waste products without conse-
quences, and we are seeing the results of this as wet-
lands and other estuarine environments—which are 
critical habitats for the spawning of many marine spe-
cies and the growth of young marine organisms—are 
showing signs of severe decline due to pollution and 
human impact.

Bacteria can be used to detect and degrade envi-
ronmental pollutants (discussed in Chapters 5 and 9). 
In this section, we consider how aquatic organisms can 
be used to help clean up and control pollution in the 
environments in which they live.

Antifouling Agents
Biofilming, also called biofouling, refers to the attach-
ment of organisms to surfaces. These surfaces include 
the hulls of ships, inner linings of pipes, cement walls, 
and pilings used around piers, bridges, and buildings. 
Biofilming also occurs on the surfaces of marine organ-
isms, especially shellfish. If you have spent any time 
around boat docks and piers located in marine envi-
ronments, you have undoubtedly seen the effects of 
biofilming on structures that are in the water.

FIgure 10.14 unwanted Invaders Create Biofilms that 
have Serious economic Impacts (a) Uncontrolled growth of 
unwanted species, such as that of zebra mussels, presents 
many problems. (b) Mussels, barnacles, and other organisms 
can create hard biofilms shown here covering a pipe.

(a)

(b)
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of this ability, Vibrio bacteria have been used as bio-
sensors to detect pollutants such as organic chemicals 
and nitrogen-containing compounds in marine envi-
ronments.

Not only are some marine organisms useful for 
detecting environmental pollutions, but many marine 
species are also believed to possess metabolic path-
ways for degrading a range of substances both natu-
ral and manufactured. Much research is dedicated to 
characterizing the biochemical pathways involved in 
degradative processes to determine how marine 
organisms may be used to remediate, or clean up, 
the environment of a variety of hazardous substances 
that enter marine environments.

environmental remediation
Recall how native microorganisms or genetically 
engineered strains have been used to degrade chemi-
cals (Chapters 5 and 9). In much the same way, 
marine organisms possess unique mechanisms for 
breaking down substances including toxic organic 
chemicals such as phenols and toluene, oil products 
found in harbors and adjacent to oil rigs, and toxic 
metals.

devices and prostheses are examples of biofilming. 
Although brushing your teeth regularly minimizes 
biofilming in your mouth, such simple remedies are 
not available for deterring biofilming in marine 
environments.

Biofilming can create significant problems. The 
attachment of marine organisms to the hull of a ship 
can greatly increase the resistance of the ship as it 
moves through the water, slowing its travel time and 
reducing its fuel efficiency. A progressive accumula-
tion of biofilms can clog pipes, block water intake and 
filtration systems for ships, and corrode metal surfaces. 
Furthermore, the colonization of surfaces with inver-
tebrates and mollusks creates “hard” biofouling that is 
difficult and costly to remove (Figure 10.14).

Traditionally, most antifouling agents have employed 
toxic chemicals such as copper- and mercury-rich 
paints to minimize the growth of fouling organisms. 
However, the metals that leach from these paints can 
contribute to environmental pollution. As a result, 
researchers are investigating the natural mechanisms 
that many organisms use to prevent biofouling on 
their own surfaces. If biofilming is a problem for both 
manufactured surfaces and the surfaces of marine 
organisms, how do clams, mussels, and even turtles 
minimize biofilming and thus prevent their shells 
from being completely closed by biofilming organ-
isms? Scientists are using molecular techniques to find 
the answer. Some organisms are thought to produce 
repelling substances; others appear to produce mole-
cules that block the adhesion of biofilming organisms 
(Figure 10.15). Many marine sea grasses—such as the 
eelgrass Zostra marina—and algae produce compounds 
that prevent bacteria, fungi, and algae from adhering 
or that neutralize them. In the near future, these com-
pounds may be used to produce protective coatings for 
covering ship hulls, aquaculture equipment, and other 
surfaces susceptible to biofilming.

Biosensors
Scientists are working to explore the use of aquatic 
organisms as biosensors to detect low concentrations 
of pollutants and toxins in waterways. Bioluminescent 
strains of bacteria can be used as biosensors (Chapter 
5). Some species use bioluminescence to illuminate 
their environment; others use it to find mates in the 
dark depths of the ocean. Most bioluminescent deep-
sea fish are involved in symbiotic relationships with 
bioluminescent bacteria such as Vibrio fischeri.

V. fischeri and other bioluminescent strains (such 
as V. harveyi) express Lux genes, which code for the 
light-emitting enzyme luciferase. In response to 
changing environmental conditions, the intensity of 
light emitted by Vibrio organisms can change. Because 

FIgure 10.15 Many Marine organisms have natural 
Antifouling Mechanisms Many stationary marine organisms 
release defensive chemicals to create a protective zone (indi-
cated by the dark-colored band around this marine coral) 
around them. These chemicals may deter fouling microorgan-
isms and protect the organism from predators.

protective 
zone
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remove wastes such as nitrogen compounds and 
organic chemicals. These chemicals, in turn, are 
absorbed in the tissues of the shellfish. After periods 
of time, these shellfish can be harvested, thus remov-
ing wastes from the water.

Heavy metal contamination of marine waters is 
the result of many industrial manufacturing processes. 

One of the earliest techniques used in marine 
remediation involved increasing the quantity of shell-
fish in polluted areas. Scientists introduced racks of 
shellfish into polluted waters to take advantage of the 
natural feeding method of bivalves such as clams, 
oysters, and mussels. Because these organisms strain 
the water, they act as a form of estuarine filters to 

CAreer proFIle

Aquaculture offers a varied range of excit-
ing career opportunities. Approximately 36 
million people worldwide are employed in 

aquaculture and related areas. Those who hold entry-level 
or technician positions maintain appropriate environ-
mental conditions for the species that are being cultured, 
feed or supply nutrients in some form, and dispose of 
the fecal material or uneaten food. Although computer 
monitoring of many systems is gaining acceptance, visual 
inspection of farmed organisms (the “crop”) cannot be 
underestimated. For example, changes in growth patterns, 
feeding, or behavior can foreshadow problems with the 
crop that must be addressed. Nevertheless, the perfor-
mance of manual processes is usually an important part 
of the job. Even the facility foreperson and manager will 
likely be covered with water or waste materials from time 
to time—this is part of the business.

There are many potential career paths in aquacul-
ture. Engineers design aquaculture production systems. 
Biologists and food scientists develop feeds for optimal 
growth. Plant and animal geneticists breed new hybrids 
of species presently under culture that may grow faster 
or have characteristics that are more suitable for sales 
or hardiness. Veterinarians must attend to sick fish and 
nurse them back to health. There are also opportunities 
for sales positions in aquaculture because eventually 
someone has to sell the end product. If the cultured 
product is not sold at a profit, considerable effort will 
have been wasted.

Those entering into the aquaculture field at the tech-
nician level should have a background in the sciences 
or animal husbandry. A B.S. degree in biology or animal 
science and experience in an aquaculture facility is pre-
ferred, and those going into research will need at least 
a master’s degree if not a Ph.D. Most employers look for 
a motivated person with at least an associate’s degree. 
Experience is a wonderful teacher, and those who have 
an interest in fish or plant husbandry should make 
every attempt to garner experience wherever possible. 
In addition, if there is one thing that every aquacultur-
ist becomes familiar with, it is plumbing! If a plumbing 

course ever presents itself, take it. Knowledge of both 
air and water pumps and basic hydrodynamics is critical 
because it is integral to aquaculture.

Fish and plants are living organisms. If they are 
ignored, they will die. Therefore the water crop must 
be monitored every day, several times a day. Fish must 
be fed, waste material must be removed, oxygen and 
nitrogen levels must be monitored and adjusted, the 
problem of predators must be addressed, and the overall 
condition of the system must be evaluated. Without a 
person to monitor and maintain a crop, the process will 
fail—very quickly in most cases.

Working conditions vary because aquaculture does not 
take place in one specific type of place. Fish and shell-
fish can be grown in cold or very warm climates. Species 
can be grown outside or inside, and plants are usually 
grown in greenhouses. The working conditions may be 
wet, but they are usually fairly comfortable except for 
net pen cultures of salmon, which might place a person 
on a floating net pen in cold, inclement weather, chip-
ping ice off the structure.

Salaries in aquaculture, as in most agricultural sci-
ences, lag behind those in other areas of biotechnology. 
Those who go into the aquaculture business for them-
selves will face the same wage challenges as farmers 
who must wait 2 to 3 years before they can sell their 
crops. However, the interaction with the crop and free-
dom to work in often beautiful outdoor situations are 
appealing. People take more than a passing interest in 
the fish or shellfish that are being grown, and a sense of 
ownership and pride is attached. The same is true of the 
ornamental plants that are grown.

The job market outlook in aquaculture is strong because 
people worldwide are eating more fish. If the world’s 
oceans can produce only a finite amount of fish and sea-
food, then aquaculture will have to step up and meet this 
demand. This area of biotechnology will definitely expand 
in the future, as will all the jobs associated with it.

Contributed by Gef Flimlin, Rutgers Cooperative Extension, Toms 
River, New Jersey.

Careers in Aquaculture
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lysate (LAL) test is an extract of blood cells (amoebocytes) 
from the crab that is used to detect bacterial endotoxins. 
Endotoxins, also called lipopolysaccharides, are part of the 
outer cell wall of many bacteria such as Escherichia coli and 
Salmonella. Endotoxins can cause instant death to many 
cells. In humans, exposure to endotoxins from certain bacteria 
can result in mild symptoms ranging from joint pain, 
inflammation, and fever to more severe conditions such as 
a stroke. Certain endotoxins can be lethal.

Researchers discovered that horseshoe crab blood 
would clot when exposed to whole E. coli or purified endo-
toxins. They later determined that amoebocytes—which are 
similar to human white blood cells—in horseshoe crab 
blood could be lysed, centrifuged, and freeze-dried to cre-
ate a lysate that can be used in an LAL test. The LAL test, 
a rapid and very effective assay for endotoxins in human 
blood and fluid samples, is also used to ensure that endo-
toxins are not present in biotechnology drugs such as re-
combinant therapeutic proteins. It is also used to detect 
bacteria in raw milk and beef. In addition, many medical 
companies and hospitals use the LAL test to make sure that 
surgical instruments, needles used for drawing blood and 
cerebrospinal fluid, and implanted devices such as pace-
makers are endotoxin-free.

Amoebocytes are collected from crabs, which are then 
released. The destruction of the crabs’ nesting habitat, pre-
dation, and harvesting are reducing the Limulus popula-
tion, causing concern about the long-term sustainability of 
this species. But without question the LAL test is an out-
standing example of the power of marine biotechnology to 
benefit humanity, and it has “made a difference” by ensur-
ing the safety of medical products given to millions of hu-
mans, pets, farm animals, and others.

Questions & Activities

Answers can be found in Appendix 1.

 1. In 2011, the U.S. National Oceanic and Atmo-
spheric Administration (NOAA) announced a new 
national initiative to help restore shellfish habi-
tat and increase production of clams and oysters 
through aquaculture. Propose potential policy ini-
tiatives that would support this effort.

 2. Describe the differences between transgenic fish 
and triploids, and discuss how each type of geneti-
cally engineered fish can be created.

 3. Suggest ways to assess the risk of genetically engi-
neered marine species. Consider this from the 
standpoint of risks associated with the consump-
tion of genetically engineered species as well as 
risks associated with introducing these species 
into natural environments.

As a solution to this problem, scientists have isolated 
marine bacteria that oxidize metals such as iron, 
manganese, nickel, and cobalt. Some of these bacteria 
can also be used to extract important metals from 
low-grade ores. Additionally, some marine bacteria 
and single-celled algae express metallothioneins, a family 
of metal-binding proteins. These species thrive in 
water contaminated with cadmium and other heavy 
metals, where they literally mop up cadmium from 
the surrounding environment and then degrade toxic 
metals into harmless by-products. Scientists are look-
ing at ways to use these organisms to extract, recover, 
and recycle important and expensive metals such as 
gold and silver from manufacturing processes.

Many marine organisms produce substances that 
are valuable for degrading and processing a variety 
of waste materials. By using aquatic organisms or 
their products, it is possible to stimulate waste degra-
dation in natural environments or in bioreactors 
seeded with these organisms in much the same way 
that sewage treatment plants rely on bacteria to 
degrade fecal wastes. For example, microbiologists at 
the USDA have experimented with growing nitro-
gen-metabolizing algae on large mats, called scrub-
bers, so that they can be used as natural filters. These 
scrubbers work like charcoal filters in an aquarium 
in that they bind nitrogenous wastes. Water contam-
inated with farm animal wastes is passed over the 
scrubbers, and the algae absorb and metabolize the 
wastes. These wastes provide nutrients for the algae, 
which grow into thick mats. The algae are periodi-
cally harvested by cutting them back, but they are 
allowed to regrow like grass. Water cleaned in this 
way has been used for irrigation, and some of the 
harvested algae have even been used as livestock 
food. Similar experiments have been done in Florida 
using water hyacinths to clean water rich in phos-
phorus, nitrogen, and other nutrients.

MAking A Difference
During early spring and summer along many beaches on 
the East Coast of the United States, a common scene has 
repeated itself for decades. Large numbers of horseshoe 
crabs (Limulus polyphemus) invade shallow bays to mate 
(see chapter-opening photo). Horseshoe crabs preceded 
dinosaurs on the earth. In some ways, these “living fossils” 
have changed very little from their initial appearance over 
300 million years ago. L. polyphemus was one of the first 
marine organisms to be used successfully for medical appli-
cations. In the early 1950s, it was discovered that Limulus 
blood contains cells that kill bacteria. From this simple 
observation, a very powerful medical application of marine 
biotechnology was developed. The limulus amoebocyte 
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that there was no need for any of these agencies 
to regulate or approve sale of the GloFish. Why 
do you think federal agencies decided that it was 
not necessary to regulate the GloFish? Describe 
possible reasons why the GloFish is so controver-
sial. What might some of the primary concerns be 
about this fish?

 10. What are biofilms? Give examples of biofilms in 
aquatic environments as well as in humans. How 
may aquatic organisms be used to help scientists 
combat biofilming?

 11. What is the limulus amoebocyte lysate (LAL) test? 
Briefly describe how it works and its uses.

 12. Access the Marinebiotech.org website from the 
Companion Website. Use the “resources” tab to 
learn more about dozens of compounds derived 
from marine organisms. This site is also a good 
resource for many topics in marine biotechnology.

 4. Create a list of benefits and problems associated 
with aquaculture.

 5. Describe the most interesting aspect of aquatic 
biotechnology you learned about in this chapter. 
What topic did you choose? Why did you find it 
interesting?

 6. Name some properties of an aquatic organism that 
might be attractive to aquatic biotechnologists 
interested in identifying novel compounds that 
might be valuable for a biotechnology application.

 7. Provide examples of finfish and shellfish species 
that are important for aquaculture.

 8. In this chapter, we have primarily focused on 
applications of aquatic biotechnology that ben-
efit humans. Many aquatic biotechnologists are 
interested in using biotechnology to improve 
native populations of aquatic organisms (finfish 
or shellfish) around the world. Suggest at least 
three ways in which biotechnology may be used 
to restore fish stocks.

 9. The GloFish has been marketed as the world’s first 
genetically modified pet. Even though the GloFish 
was not designed for human consumption, many 
different groups (including scientists) have voiced 
strong concerns against this use of transgenic ani-
mals. According to Yorktown Technologies, the 
company that produced the GloFish, the Envi-
ronmental Protection Agency (EPA), USDA, U.S. 
Fish and Wildlife Service, and FDA all claimed 

Visit www.pearsonhighered.com/biotechnology 
to download learning objectives, chapter summary, 
“Keeping Current” web links, glossary, flashcards, and 
jpegs of figures from this chapter.
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Medical Biotechnology
After completing this chapter, you 
should be able to:

■ Explain why model organisms 
are important for medical 
biotechnology.

■ Describe different molecular 
techniques for detecting 
chromosomal abnormalities and 
for genetic testing.

■ Provide examples of how, 
pharmacogenomics is changing the 
treatment of genetic conditions.

■ Discuss how monoclonal 
antibodies may be used for 
treating disease.

■ Understand the purpose of gene 
therapy, compare and contrast 
different gene therapy strategies, 
and recognize the limitations of 
gene therapy.

■ Define regenerative medicine and 
provide examples of how cell and 
tissue transplantation and tissue 
engineering can be used.

■ Understand what stem cells are, 
describe how they can be isolated, 
and provide examples of possible 
therapies that may be developed 
from stem cells.

■ Compare and contrast therapeutic 
cloning and reproductive cloning.

11
C h A p t e r 

Customized medicine is a goal of medical biotechnology.
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There is perhaps no topic in biotechnology that pro-
vokes greater optimism and debate than medical 
biotechnology. Applications of medical biotech-

nology have existed for decades. For instance, 100 years 
ago, leeches were commonly used to treat illness by so-
called bloodletting. Some doctors believed that by using 
leeches to suck blood out of a patient, diseases were 
being removed from the body. Now, however, much 
better ways of treating disease have been found thanks 
to biotechnology. It is an exciting time to learn about 
medical biotechnology because advances in this field are 
occurring at a mind-boggling rate. In fact, even the leech 
is getting attention again—not for bloodletting but for 
enzymes found in its saliva that can dissolve blood clots 
and possibly be used to treat strokes and heart attacks.

Medical biotechnology incorporates many topics 
that we have already discussed. From developing new 
drugs to the prospects of using stem cells and cloning, 
the possibilities of medical biotechnology are incredi-
ble but also incredibly alarming to many people, 
including scientists.

In this chapter, we consider a range of different 
applications of medical biotechnology and discuss 
many potential impacts of this very exciting area. We 
begin by providing an overview of how molecular 
biology techniques can be used to detect and diagnose 
disease and by considering innovative medical prod-
ucts developed through biotechnology. We then pres-
ent an introduction to applications and examples of 
gene therapy before going on to discuss regenerative 
medicine. The chapter concludes by examining stem 
cells and their potential applications.

ForeCAsting the Future
Without question medical biotechnology is one of the 
most rapidly changing disciplines in biotechnology and 
the possibilities for affecting human life positively are 
amazing. Because of the range of different technologies 
being developed and the new applications in medical 
biotechnology, it is challenging to predict what the next 
major future discoveries will be. In this “forecasting,” we 
pose several questions that are among the major chal-
lenges being addressed by medical biotechnologists.

■ To what extent will personalized genomics and se-
quencing of individual genomes affect disease diag-
nosis and treatment in the future?

■ What new medicines and treatments will result from 
our understanding of the genome and epigenome?

■ What roles will nanotechnologies play for sensing 
and treating disease?

■ What new treatments will emerge from regenerative 
medicine and the ability to engineer cells, tissues, 
and organs?

■ Will gene therapy techniques advance to become 
more routine options for treating genetic diseases?

■ Will stem cells become reliable, safe, and affordable 
options for treating disease?

11.1  the power of Molecular Biology: 
Detecting and Diagnosing  
human Disease Conditions

The year 2003 marked the 50-year anniversary since 
Nobel Prize winners James Watson and Francis Crick 
revealed the structure of DNA. Since then, molecular 
biology has advanced at an astonishing pace, provid-
ing molecular techniques that give scientists and med-
ical doctors very powerful tools for combating human 
diseases.

Models of human Disease
Many of the applications you will learn about in this 
chapter are possible because of important model 
organisms. In particular, mice, rats, worms, and flies 
have played critical roles in helping scientists study 
human disease conditions (Chapter 7). We think of 
ourselves as unmatched by other species not only for 
our ability to communicate through speech and writing 
but also for walking upright, creating music, making 
good pizza, and exploring distant planets. But we are 
not really unique at the genetic level. From yeasts and 
worms to mice, we share large numbers of genes with 
other organisms. A number of human genetic diseases 
also occur in model organisms. Therefore scientists can 
use model organisms to identify disease genes and test 
gene therapy and drug-based therapeutic approaches 
to evaluate their effectiveness and safety in preclinical 
studies before using them for clinical trials in humans.

Model organisms are critically important to scien-
tists because we cannot manipulate human genetics 
for experimental purposes. It is, of course, unethical 
and illegal to force humans to breed or to remove their 
genes to learn how they function. However, these 
approaches are widely used to study genes in model 
organisms. Mice, rats, chicks, yeasts, fruit flies, worms, 
frogs, and even the zebrafish, a common fish in home 
aquariums, have all played important roles in widen-
ing our understanding of human genetics. Many 
important genes are highly conserved from species to 
species. If we identify important genes in model organ-
isms, we can form hypotheses and make predictions 
about how these genes may function in humans.

Many genes identified in different model species 
have been shown to be related to human genes based 
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on DNA sequence similarity. Such related genes are 
called homologues. A gene thought to play a role in 
human illness can be eliminated in model organisms 
through gene knockout. The effects on the organism 
can then be studied to learn about the functions of the 
gene. For instance, several years ago scientists discov-
ered that mice can become obese if they lack a single 
gene called Ob (Figure 11.1). Ob codes for a protein 
hormone called leptin, which is produced by fat cells 
(adipocytes) and travels through the bloodstream to 
the brain to regulate hunger, essentially telling the 
brain when the body is full. The subsequent discovery 
of a human homologue for leptin has led to a new 
area of research with great promise for providing 
insight into fat metabolism in humans and the genet-
ics that may influence weight disorders. Some child-
hood diseases of obesity are affected by mutation of 
the Ob gene. Extremely obese children in England 
have been treated with leptin and have responded 
very well in preliminary studies.

In developing embryos, some cells must die to 
make room for others. How does the body know 
where to develop certain organs and determine which 
cells must die to make room for others? Studies of the 
nematode Caenorhabditis elegans, an unsegmented round-
worm, have greatly advanced the quest for answers to 
these important developmental questions. Maps of C. 
elegans, which has 959 cells, have been created, allow-
ing scientists to determine the fate or lineage of all 
cells in the embryonic worm that develop to form the 
mature worm’s nervous system, intestine, and other 
tissues. Of these cells, 131 are destined to die in a form 
of cell suicide known as programmed cell death, or 

apoptosis. During the development of a human 
embryo, sheets of skin cells create webs between the 
fingers and toes; apoptosis is responsible for the 
degeneration of these webs prior to birth. We know 
that apoptosis is involved in neurodegenerative dis-
eases such as Alzheimer disease, Huntington disease, 
amyotrophic lateral sclerosis (Lou Gehrig disease), 
and Parkinson disease as well as arthritis and some 
forms of infertility. Model organisms are helping sci-
entists better understand the genes involved and thus 
to help find ways of slowing or stopping these degen-
erative processes.

The Human Genome Project and studies in com-
parative genomics have clearly demonstrated that we 
share a large number of genes with other organisms. 
Can you believe that you share approximately 50% of 
your genes with the pesky fruit flies you bring home 
on fruit from the grocery store? It may seem hard to 
believe that it takes only about twice as many genes 
to make a human as it does a fruit fly. And plants, 
such as rice, have even more genes than we do. We 
share nearly 40% of our genes with roundworms and 
31% of our genes with yeast—the same yeast we use 
to help make bread rise and ferment alcoholic bever-
ages. We share even more genes with mice; approxi-
mately 90% of our genes are similar in structure and 
function.

Many genes that determine our body plan, organ 
development, and eventually our aging and death are 
virtually identical to genes in fruit flies. Moreover, 
mutated genes that are known to give rise to disease in 
humans also cause disease in fruit flies. Approximately 
61% of genes mutated in 289 human disease condi-
tions are found in the fruit fly. This group includes the 
genes involved in prostate cancer, pancreatic cancer, 
cystic fibrosis, leukemia, and many other human 
genetic disorders. Heart disease is another example of 
a condition that scientists are studying in model organ-
isms. Nearly 1 million people die each year in the 
United States from heart disease. Researchers are using 
gene knockouts to develop so-called heart attack mice 
that are deficient in the genes required for cholesterol 
metabolism. They hope that these mice will show ele-
vated blood cholesterol levels similar to those that 
occur in atherosclerosis—hardening of the arteries—so 
that they can test therapies to combat heart disease.

Last, researchers have been hunting for a cure for 
AIDS for over 20 years. Creating a small animal model 
for AIDS is a high priority for many AIDS scientists. In 
addition to humans, HIV and related viruses cause dis-
ease in primates such as chimpanzees and rhesus 
macaque monkeys. But these animals are very expen-
sive and ethical concerns have been raised about 
experimenting on fellow primates. Each animal can 
cost over $50,000, and they are available in only limited 

Figure 11.1 obese Mice Model organisms are very valuable 
for helping scientists learn about human disease genes. The 
mouse on the left has been genetically engineered by gene 
knockout to lack the obese (Ob) gene, which produces a protein 
hormone called leptin, from the Greek word leptos meaning 
“thin.” The Ob knockout mouse weighs almost five times as 
much as its normal sister (right).
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The Human Genome Project has led to the develop-
ment of follow-up projects such as The Cancer Genome 
Atlas Project (TCGA), a comprehensive effort to iden-
tify genomic changes involved in a variety of different 
cancers. Scientists are particularly interested in genetic 
changes that trigger normal cells to become cancerous 
cells in the brain, mammary glands, ovaries, pancreas, 
liver, and lungs because cancers of these organs affect 
large numbers of Americans. Eventually scientists expect 
that new information from TCGA will be used to better 
diagnose and treat cancer.

Detecting genetic Diseases: testing for 
Chromosomal Abnormalities and 
Defective genes
Molecular biology techniques have proven to be 
extremely valuable for detecting many different genetic 
diseases.

Until relatively recently, most genetic testing 
occurred on fetuses for the purpose of identifying the 
sex of a child or to detect a small number of genetic dis-
eases. Most of these procedures involved testing for 
genetic conditions that occur as a result of alterations in 
chromosome number or large structural abnormalities 
of chromosomes. If there are problems with chromo-
some separation during the formation of sperm or egg 
cells, a fetus may contain abnormal numbers of chromo-
somes. One of the best-understood examples of a disor-
der created by an alteration in chromosome number is 
Down syndrome. Most individuals with this condition 
have three copies of chromosome 21 (trisomy 21). 
Affected individuals show a number of symptoms, 
including cognitive impairments, short stature, and 
broadened facial features. Scientists have developed a 
strain of mice with almost a complete copy of human 
chromosome 21. These mice show characteristics of 
Down syndrome and may turn out to be a very valuable 
model for understanding the genetics of this condition.

Fetal testing for Down syndrome is fairly common, 
particularly in pregnant women older than 40 years, 
because the incidence of Down syndrome is related to 
the age of eggs produced by the woman. Trisomy 21 
and other abnormalities in chromosome number can 
be tested in a fetus to provide parents with informa-
tion that may be used to determine if they want the 
pregnancy to continue. If a defect is detected, genetic 
tests also provide information that can be used to treat 
fetuses during pregnancy and after the child is born.

So how is a developing fetus tested for Down 
syndrome? Two different techniques can be used: 
amniocentesis and chorionic villus sampling. 
Amniocentesis is performed when the developing fetus 
is around 16 weeks of age. A needle is inserted through 

numbers. Researchers are making slow but steady 
progress toward developing rodent models infected 
with HIV. Even if such animals are created, there is no 
guarantee their disease will adequately mimic human 
AIDS. In humans, HIV infects and destroys human T 
lymphocytes (T cells). A main impediment to a rodent 
model is that HIV does not recognize and bind to 
receptor proteins on mouse T cells, the mechanism by 
which HIV infects human T cells. Nevertheless, scien-
tists might be able to express human T-cell proteins on 
mouse T cells to trick the virus into infecting mice.

Biomarkers for Disease Detection
In theory, with the right diagnostic tools, it may be 
possible to detect almost every disease at an early 
stage. For many diseases, such as cancer, early detec-
tion is critical for providing the best treatment and 
improving the odds of survival. One detection 
approach is to look for biomarkers as indicators of 
disease. Biomarkers are typically proteins produced by 
diseased tissue or proteins whose production is 
increased when a tissue is diseased. Many biomarkers 
are released into body fluids such as blood and urine 
as a product of cell damage—released by dead and 
dying cells such as cells undergoing apoptosis. For 
example, a protein called prostate-specific antigen 
(PSA) is released into the bloodstream when the 
prostate gland is inflamed, and elevated levels can be 
a marker for prostate inflammation and even prostate 
cancer. Detecting individual genes or gene expression 
patterns also provides scientists with biomarkers for 
disease (see Figure 11.8 later in this chapter), and 
many biotechnology companies are actively involved 
in searching for better biomarkers that can be used for 
early detection and disease diagnosis.

the human genome project has revealed 
Disease genes on All human Chromosomes
Many of the disease genes that can currently be tested 
for were discovered through the Human Genome 
Project. Prior to the genome project, only about 100 
genetic diseases could be tested for; now there are 
over 2,000 diseases for which genetic tests are avail-
able. Through the Human Genome Project, scientists 
developed complex “maps” showing the locations of 
normal and diseased genes on all human chromo-
somes. Chromosome maps are available that pinpoint 
the locations of normal and disease genes of interest. 
Figure 11.2 shows simplified maps for each chromo-
some, highlighting one or two prominent genes on 
each that are known to be involved in human genetic 
disease.
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Figure 11.2 Disease gene Maps of human Chromosomes Maps show one or two 
representative genes on each human chromosome that are involved in a genetic condi-
tion. Many more genes than are shown in this figure are located on each chromosome. 
Note: Chromosomes are not drawn to scale.
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riage (overall about 1% of amniocentesis and CVS 
procedures cause miscarriages).

Several researchers are close to producing nonin-
vasive tests for fetal testing based on identifying and 
sequencing small amounts of fetal chromosomal frag-
ments present in a pregnant woman’s blood. Be on the 
lookout for further advances in these so-called nonin-
vasive prenatal genetic diagnosis (NIPD) tests, 
which are predicted to be readily available as soon as 
2013.

Karyotyping is easily carried out on adults to check 
for chromosomal abnormalities. Typically, blood is 
drawn from an adult and the white blood cells are used. 
A modern technique for karyotyping in both fetuses 
and adults is fluorescence in situ hybridization 
(FISH). In FISH, a chromosome spread is prepared on 
a slide and then fluorescent probes are hybridized to 
each chromosome. Each probe is specific for certain 
“marker” sequences on each chromosome. In some 
cases, FISH can be performed with probes that fluo-
resce different colors—a procedure called spectral 
karyotyping. FISH is very useful for identifying miss-
ing chromosomes and extra chromosomes, but in par-
ticular FISH makes it much easier than conventional 
karyotyping to detect defective chromosomes. A num-
ber of human genetic diseases due to chromosomal 

the mother’s abdomen into the pocket of amniotic fluid 
surrounding and cushioning the fetus (Figure 11.3). 
This fluid contains cells shed from the fetus, such as skin 
cells. Isolated cells are then cultured for a few days to 
increase cell numbers, after which the cells are treated to 
arrest them in mitosis to facilitate the viewing of mitotic 
chromosomes, which are spread onto a glass slide. The 
chromosomes are stained with different dyes that bind 
to proteins attached to the DNA, creating patterns of 
alternating light and dark bands on each chromosome. 
Based on the size of each chromosome and its banding 
pattern, chromosomes can be aligned into pairs. This 
procedure is called karyotyping; it can also be used to 
determine a child’s sex based on the presence of the sex 
chromosomes (X and Y) (see Chapter 2).

During chorionic villus sampling (CVS) for fetal 
testing, a suction tube is used to remove a small por-
tion of a layer of cells called the chorionic villus, fetal 
tissue that helps form the placenta (Figure 11.2). An 
advantage of CVS over amniocentesis is that enough 
cells are obtained so the sample can immediately be 
used for karyotyping. Another advantage of CVS is 
that the procedure can be done earlier in the preg-
nancy, around 8 to 10 weeks. Because the fetus is so 
small at that stage, CVS carries a higher risk than 
amniocentesis of disturbing it and causing a miscar-

Figure 11.3 Amniocentesis and Chorionic Villus sampling Fetal testing for chro-
mosomal abnormalities is most commonly achieved through either amniocentesis or cho-
rionic villus sampling. This karyotype from a person with Down syndrome shows three 
copies of chromosome 21 (trisomy 21).
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complements because nucleotide changes in the 
mutant genes can affect restriction enzyme cutting 
sites to create more or fewer. Remember that RFLP 
analysis is used for DNA fingerprinting (Chapter 8). 
As an example, if DNA from a healthy individual and 
DNA from an individual with sickle-cell disease are 
both cut with restriction enzymes, they will be of dif-
ferent sizes because of the way restriction enzymes 
cut each gene. This can be clearly observed when the 
DNA fragments are subjected to Southern blot analy-
sis with a probe for the ß-globin gene, the gene 
affected in sickle-cell disease (Figure 11.5 on the next 
page). Hence we have the term restriction fragment 
length polymorphisms—fragments of different lengths 
or forms (“poly” means many and “morphism” refers 
to the form or appearance of something) created by 
restriction enzymes.

Sickle-cell disease occurs when a person has two 
mutant versions of the ß-globin gene. The mutant 
copies of ß-globin protein produce an abnormal form 
of hemoglobin that affects the size and shape of red 
blood cells, giving them a characteristic “sickled” 
appearance (see also Figure 11.20).

abnormalities occur when a portion of a chromosome 
is deleted or a piece of chromosome is swapped from 
one chromosome to another because of problems in 
chromosomal replication. For instance, in a type of 
leukemia (a cancer of the white blood cells) called 
chronic myelogenous leukemia, DNA is exchanged 
between chromosomes 9 and 22, so that genes from 9 
are swapped onto 22 and vice versa (Figure 11.4). 
This exchange, called a translocation, can be detected by 
FISH using different-colored fluorescent probes for 
each chromosome.

More genetic diseases result from mutations in 
specific genes than abnormalities in the numbers or 
structures of chromosomes. As a result of the Human 
Genome Project, more sophisticated techniques have 
been developed to detect individual diseased genes in 
both fetuses and adults. Some genetic diseases can be 
detected in embryos and adults from either amniotic 
cells or blood cells, respectively, using restriction 
fragment length polymorphism (RFLP) analysis 
(pronounced “riff-lips”). The basic idea behind RFLP 
analysis is that defective gene sequences may be cut 
differently by restriction enzymes than their normal 

Figure 11.4 Fish Can Be used to 
Detect Chromosomal Defects Chronic 
myelogenous leukemia, a cancer of 
white blood cells created when genes 
on chromosome 9 and 22 are swapped, 
can be detected by FISH.
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flank a disease gene of interest. Amplified DNA is then 
blotted onto nylon filters and hybridized separately to 
two different ASOs as probes. ASOs are small single-
stranded oligonucleotide sequences, usually around 20 
nucleotides in length. An ASO that will hybridize to a 
normal gene and another for the mutant gene are 
used. Figure 11.6 shows an example of how ASO 
analysis can be used to test for the sickle cell gene. 
PCR-based tests such as this are becoming increasingly 
valuable for detecting diseased genes. One major 
advantage of PCR is its high sensitivity for detecting 
defects in small amounts of DNA. Consequently PCR 
and ASO analysis as well as FISH are being used to 
screen for gene defects in single cells from 8- to 32-cell 
embryos created by in vitro fertilization. Such preim-
plantation genetic testing allows individuals to 
select a healthy embryo prior to implantation.

Currently, several hundred defective genes can be 
tested for in adults or fetuses using many of the tech-
niques we have described (Table 11.1). Refer to “Tools 
of the Trade” for several excellent websites where you 
can learn more about human disease genes.

single nucleotide polymorphisms

If a segment of chromosomal DNA from two different 
people is compared by DNA sequencing, approxi-
mately 99.9% of the DNA sequence will be exactly 
the same. One of the many intriguing findings of the 
Human Genome Project was the discovery that single 
nucleotide polymorphisms (SNPs; pronounced 
“snips”) represent one of the most common forms of 
genetic variation among humans. SNPs are single-
nucleotide changes in DNA sequences that vary from 
individual to individual (see Figure 1.12).

SNPs have been found on all human chromo-
somes. It has been estimated that SNPs make up 
about 90% of human genetic variation and occur 
approximately every 100 to 300 base pairs (bp) in 
the human genome. Most SNPs are less likely to 
have an effect on a cell because they occur in non–
protein coding regions (introns) of the genome. But 
when a SNP occurs in a gene sequence, it may cause 
a change in protein structure that produces disease 
or influences traits in a variety of ways, including 
conferring susceptibility for some types of disease 
conditions.

SNPs represent variations in DNA sequences that 
may ultimately influence how we respond to stress 
and disease. The first SNP discovered to be associated 
with a disease condition was for sickle cell disease. 
Because SNPs occur frequently throughout the 
genome, they serve as valuable genetic markers for 
identifying disease-related genes. Some SNPs are 
being used to predict susceptibilities to ailments such 

The major disadvantage of RFLP analysis is that it 
can be used only to analyze gene defects in which a 
mutation changes a restriction site in a gene. Allele-
specific oligonucleotide (ASO) analysis allows for 
the detection of a single nucleotide change in a gene 
even if the mutation does not change a restriction site. 
In this technique, DNA is isolated from human cells, 
usually white blood cells, and then amplified by the 
polymerase chain reaction (PCR) using primers that 

Figure 11.5 using rFLp Analysis to Detect a genetic 
Disease Human DNA cut with a restriction enzyme (DdeI) was 
subjected to agarose gel electrophoresis followed by Southern 
blotting to transfer the DNA to a nylon membrane and hybrid-
ization with a radioactive probe specific for the ß-globin gene. 
The normal ß-globin gene (A) contains two cutting sites for 
the enzyme DdeI; mutations in the sickle-cell (mutated) ß-globin 
gene (S) create three cutting sites for DdeI. Differences in DNA 
fragment sizes (polymorphisms) are detected by autoradiogra-
phy, depending on where the probe binds to complementary 
sequences in the ß-globin gene. A healthy person with two 
copies of the normal ß-globin gene (homozygous, AA) shows a 
single band at 376 bp; a person with sickle-cell disease (homo-
zygous, SS) would have two copies of the mutant ß-globin 
gene and show bands at 201 and 175 bp. A heterozygous per-
son considered a “carrier” would have one normal and one 
defective ß-globin gene (AS) but would not have sickle-cell 
disease because there is one functioning copy of the ß-globin 
gene; bands show at 376, 201, and 175 bp.

Migration

Autoradiogram

_

+

376 bp

201 bp

175 bp

DNA 
fragment

size

(AA)
Normal

(SS)
Sickle cell
disease (AS)

Sickle cell
carrier

Normal �-globin
gene (A)

Sickle cell �-globin
gene (S)

�-globin 
gene

Dde�

Dde� Dde� Dde�

Dde�

376 bp

175 
bp

201 
bp

Probe 
complementary 
to �-globin gene

**



27111.1 The Power of Molecular Biology: Detecting and Diagnosing Human Disease Conditions

Identifying sets of disease genes by  
microarray analysis
Another key technique for studying genetic diseases are 
DNA microarrays; also called gene chips (Chapter 3). 
A single microarray can contain probes for thousands of 
genes. Researchers can use microarrays to screen a 
patient for a pattern of genes that might be expressed in 
a particular disease condition. As shown in Figure 11.7, 
microarray data can then be used to predict the patient’s 
risk of developing disease based on the patient’s 
expressed genes for the disease.

For instance, microarrays created with probes for 
known disease genes or certain SNPs have become valu-
able for studying expressed genes in a patient. To do this, 
DNA or RNA is isolated from a patient’s tissue sample—a 
blood sample or even a scraping of cells lining the 
cheeks. The patient’s DNA is tagged with fluorescent 
dyes and then hybridized to the chip. Spots on the 
microarray where the patient’s DNA bound are revealed 
by fluorescence (refer to Figure 3.18). Binding of a 
patient’s DNA to a gene sequence on the chip indicates 
that his or her DNA has a particular mutation or SNP. 

as stroke, diabetes, cancer, heart disease, behavioral 
and emotional illnesses, and a host of other disorders 
that may have a genetic basis.

SNPs are thought to be so promising that phar-
maceutical companies have invested millions of dol-
lars in a collaborative partnership called the Hap-
Map Project. Many SNPs on the same chromosome 
are clustered in groups called haplotypes. “Hap” is an 
abbreviation for haplotype. HapMap is an interna-
tional effort among companies, academic institutions, 
and private foundations with an established goal of 
identifying and cataloguing the chromosomal loca-
tions (loci) of the more than 1.4 million SNPs that are 
present in the 3 billion bp of the human genome and 
to understand the roles of SNPs in disease diagnosis 
and treatment. As you just learned, ASO analysis is 
one way to detect SNPs.

FIgure 11.6 using PCr and ASOs to Test for the Sickle 
Cell gene ASO tests are very valuable for detecting single 
nucleotide mutations such as the one that causes sickle cell 
disease (see also Figure 2.20). In this example, DNA from white 
blood cells is amplified by PCR, blotted onto nylon membrane, 
and hybridized to fluorescently labeled ASO probes (probe bind-
ing shown as blue spots). The ASO for the normal hemoglobin 
gene (ßA) will bind to DNA on the nylon only if the normal 
gene is present; the ASO for the mutant hemoglobin gene (ßS) 
will bind to the defective gene only if it is present on the 
nylon. In this figure, probe binding is represented by blue DNA 
from individuals who are homozygous for the normal gene (AA) 
and have two copies of the ßA allele; their DNA will bind only 
to the normal ßA ASO. Individuals who are homozygous for the 
sickle cell hemoglobin gene (SS) have two copies of the ßS 
allele and their DNA will bind only to the ßS ASO and not the 
normal ßA ASO. Heterozygous individuals (AS) have one normal 
copy of the gene and one mutant copy; as a result, their DNA 
will bind to both probes but produce a lighter hybridization 
signal than that from homozygous individuals.
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FIgure 11.7 using gene Microarrays to Create a  
genetic Profile
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11.2  Medical products and  
Applications of Biotechnology

Identifying novel drugs and developing new ways to 
treat disease are major areas of medical biotechnology. 
We have discussed how different proteins—for exam-
ple, insulin and human growth hormone—produced 
by recombinant DNA technology have been used to 
treat human disease conditions (see Chapter 4 and 
Chapter 5). Here we consider a few examples of 
important products of medical biotechnology that you 
will hear more about in the future.

the search for new Medicines and Drugs
It is estimated that cancer may soon surpass cardiovas-
cular disease as the leading cause of death in the United 
States. But many promising breakthroughs on the 
horizon may empower doctors by providing them with 
new strategies for treating different types of cancer. 

There are even companies working on handheld chip 
devices that doctors can use to get nearly instant infor-
mation about a patient’s genetics. Microarrays are cur-
rently being used to identify genetic differences in 
patients with various types of cancer. Treatment strate-
gies to combat cancer are being designed based on subtle 
differences in the expression of cancer-causing genes. 
But significant questions have been raised about the 
importance of quality control and consistency measures 
in using microarrays for genetic testing.

Protein microarrays are another relatively new 
option for disease diagnosis. They are used in much the 
same way as DNA chips. For instance, these chips can 
contain hundreds or thousands of antibodies spotted  
on a chip. By applying blood proteins from a pa-
tient, researchers have been able to detect illness indi-
cated by the presence of proteins from disease-causing 
organisms.

In the next section we consider how biotechnol-
ogy is creating new products that can be used to treat 
human disease.

tABLe 11.1 genetiC DiseAse testing

genetic Disease Condition genetic Basis for Disease and symptoms

Cancers (brain tumors; urinary bladder, prostate, 
ovarian, breast, brain, lung, and colorectal cancers)

A variety of different mutant genes can serve as markers for genetic  
testing.

Cystic fibrosis Large number of mutations in the cystic fibrosis transmembrane conduc-
tance regulator (CFTR) gene on chromosome 7. Causes lung infections and 
problems with pancreatic, digestive, and pulmonary functions.

Duchenne muscular dystrophy Defective gene (dystrophin) on the X chromosome causes muscle weakness 
and muscle degeneration.

Familial hypercholesterolemia Mutant gene on chromosome 19 causes extremely high levels of blood  
cholesterol.

Hemophilia Defective gene on the X chromosome makes it difficult for blood to clot 
when there is bleeding.

Huntington disease Mutation in gene on chromosome 4 causes neurodegenerative disease in 
adults.

Phenylketonuria (PKU) Mutation in gene required for converting the amino acid phenylalanine 
into the amino acid tyrosine. Causes severe neurological damage, including 
mental retardation.

Severe combined immunodeficiency (SCID) Immune system disorder caused by mutation of the adenosine deaminase 
gene.

Sickle cell disease Mutation in ß-globin gene on chromosome 11 affects hemoglobin structure 
and shape of red blood cells, which disrupts oxygen transport in blood and 
causes joint pain.

Tay-Sachs disease Rare mutation of a gene on chromosome 5 causes certain types of lipids to 
accumulate in the brain. Causes paralysis, blindness, retardation, and 
respiratory infections.
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pharmacogenomics: it is customizing medicine by 
designing effective drug therapy and treatment strate-
gies based on the specific genetic profile of a particular 
patient. Pharmacogenomics is based on the idea that 
individuals can react differently to the same drugs, 
which can have varying degrees of effectiveness and 
side effects in part because of genetic polymorphisms 
(Figure 11.8). Each year in the United States alone, 
over 100,000 deaths occur from the adverse effects of 
properly prescribed medications. It is unclear whether 
pharmacogenomics will be a cost-effective approach to 
medicine; nonetheless, this area of medical biotechnol-
ogy holds great potential and has already demonstrated 
success in treating some conditions.

Many drugs currently used in chemotherapy can 
be effective against cancer cells because these drugs 
target rapidly dividing cells; however, such drugs also 
affect normal body cells that regularly reproduce, such 
as hair and skin cells and cells in the bone marrow, the 
last of which are responsible for making blood cells. As 
a result, hair loss, dry skin, changes in blood cell 
counts, and nausea are all related to the ways in which 
chemotherapy affects normal cells. Researchers have 

Scientists are investigating many of the genes involved 
in the growth of cancer cells, including genes called 
oncogenes. They produce proteins that may function 
as transcription factors and receptors for hormones 
and growth factors; they also serve as enzymes that in 
many ways help to change the growth properties of 
cancer-causing cells. Scientists are also actively study-
ing tumor suppressor genes, which produce proteins 
that can keep cancer formation in check.

Oncogenes and tumor suppressor genes are getting 
so much attention because researchers are working on 
ways to make proteins encoded by these genes as tar-
gets for small molecule inhibitors—drugs that can bind to 
proteins and block their function. Similarly, researchers 
are working on drugs that can serve as “activators,” 
binding to and stimulating important proteins that may 
be used to fight disease. In addition to small molecule 
drugs, there is a great deal of research designed to per-
sonalize medicine and improve drug delivery.

Pharmacogenomics for personalized medicine
The Human Genome Project and discovery of SNPs is 
partially responsible for a newly emerging field called 

Figure 11.8 Pharmacogenomics Different individuals with the same disease often 
respond differently to a drug treatment because of subtle differences in gene expression. 
The dose that works for one person may be toxic for another—a basic problem of conven-
tional medicine. This example shows patients’ responses to a chemotherapy compound called 
6-mercaptopurine (6-MP), which has long been used to treat children with acute lymphocytic 
anemia (ALL), a form of blood cancer. Since it was found that genetic variations of the gene 
for the 6-MP-degrading enzyme thiopurine methyltransferase (TPMT) are important for deter-
mining how patients respond to 6-MP, physicians now routinely run genetic tests (or blood 
tests to measure the enzyme levels) on ALL patients before determining the proper dosage 
of 6-MP.

Individuals respond differently
to the anti-leukemia drug
6-mercaptopurine (6-MP).

The diversity in responses is due to 
variations (mutations,    or    ) in the 
gene for an enzyme called TPMT, or 

thiopurine methyltransferase.

After a simple blood test, individuals 
can be given doses of medication that 

are tailored to their genetic profile. 

Most people 
metabolize
6-MP quickly. 
Doses need to be 
high enough to 
treat leukemia and 
prevent relapses.

Others metabolize
6-MP slowly and 
need lower doses to 
avoid toxic side effects 
of 6-MP.

A small portion
of people metabolize
6-MP so poorly 
that its effects can 
be fatal.

Normal dose

Dose for an extra
slow metabolizer
(TPMT-deficient)
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Scientists at Genentech used this strategy to develop 
Herceptin, a type of monoclonal antibody (discussed 
in the next section) approved by the FDA in 1998. Her-
ceptin binds to and inhibits HER-2, a protein produced 
by the human epidermal growth factor receptor 2 gene, 
which is overexpressed in about 25% to 30% of breast 
cancer cases. Women with HER-2–positive tumors 
(HER-2 overexpression) typically develop aggressive 
breast cancer with a greater likelihood of metastasis 
(spreading) and poorer prognosis for survival. Herceptin 
has proven to be effective in some women, but in oth-
ers tumors become resistant to the antibody. A similar 
problem has occurred with other pharmacogenomics 
drugs developed for treating other cancers.

One of the first successful examples of pharmacoge-
nomics involved a drug called Gleevec, introduced by 
Novartis in 2001 and used to treat chronic myelogenous 
leukemia (CML), the condition discussed in Figure 11.4. 
Gleevec targets the BCR-ABL fusion protein, which is 
created by an exchange of DNA between chromosomes 
9 and 22 that occurs in CML; in doing so, Gleevec has 
proven to be a relatively effective way of treating the 

been looking for “magic bullet” drugs that destroy only 
cancer cells without harming normal cells. If such 
drugs were designed, patients might get well faster 
because the drugs would have little or no effects on 
normal cells in noncancerous tissues.

Consider the following example. Breast cancer is a 
disease that shows familial inheritance for some 
women. Women with defective copies of the genes 
called BRCA1 or BRCA2 have an increased risk of devel-
oping breast cancer, but many other cases of breast 
cancer do not exhibit a clear mode of inheritance. If a 
woman has a breast tumor thought to be cancerous, a 
small piece of the tissue could be used to isolate RNA 
or DNA for SNP and microarray analysis, which could 
then serve to determine which genes are involved in 
this particular woman’s form of breast cancer. Armed 
with this genetic information, a physician could design 
a drug treatment strategy—based on the genes 
involved—that would be specific and most effective 
against this woman’s cancer. A second woman with a 
different genetic profile for her breast cancer might 
undergo a different treatment.

tooLs oF the trADe

We have discussed the importance of 
bioinformatics for analyzing genetic 
information and creating databases as 

tools that scientists around the world can use to 
compile, share, and compare DNA sequence information. 
The wealth of freely available databases that catalog 
information about human chromosomes and genes 
resulting in part from the Human Genome Project is a 
great example. An excellent way to learn about what the 
Human Genome Project has revealed is to review some 
of the chromosome maps available on the Web. For 
instance, if you are interested in the Y chromosome, you 
could review maps and descriptions of the genes found 
on it to find out why this chromosome is partially 
responsible for making male humans.

We encourage you to use the websites mentioned here 
and available through the Companion Website to follow a 
chromosome or gene of interest for a few months to see 
what kinds of information you can uncover. These sites 
are great resources and among the best sites for learning 
about human disease genes and chromosome maps.

You can, for example, use them to learn more about 
a rare disease gene related to a disease condition 
affecting someone close to you. These sites present up-
to-date information that cannot be found in even the 

using the internet to Learn about human Chromosomes and genes

most recent books. If you cannot find a gene of interest 
at these sites, it probably has not been identified yet! 
The Department of Energy’s Human Genome Program 
Information site provides excellent chromosome maps 
of identified genes and good historical information 
about the Human Genome Project. The Online Mende-
lian Inheritance in Man site (OMIM) is a great database 
of human genes and genetic disorders. In the keyword 
box, type in the name of a gene or disease that inter-
ests you. For example, type in “breast cancer” and then 
click the search button. When the next page appears, 
you will see a list of genes implicated in breast cancer, 
along with corresponding access numbers highlighted in 
blue as links. Clicking on one of the links will take you 
to a wealth of information about that gene, including 
background information, links to scientific papers about 
the gene, gene maps, and even nucleotide and protein 
sequence data (when available). You might also want 
to search this site to see if a gene has been found for a 
particular behavioral condition (for example, alcoholism 
or depression). The National Center for Biotechnology 
Information (NCBI) sponsors the Genomes and Maps 
website, which allows you to access detailed maps of 
chromosomes and disease genes using a feature called 
Map Viewer.
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way for pharmacogenomic treatments of melanoma and 
many other cancers.

It will also be interesting to follow what happens 
with personalized genomics, the ability to have individ-
ual genomes sequenced, and the impact this will have 
on pharmacogenomics (Chapter 3). Similarly, the epi-
genome is being analyzed for its role in diseases and as 
a target for new treatment approaches (Chapter 2).

nanotechnology and nanomedicine: 
Biotechnology at the nanoscale
Nanotechnology is an area of science involved in 
designing, building, and manipulating structures at the 
nanometer scale. A nanometer (nm) is one billionth of 
a meter. For reference, a human hair is approximately 
200,000 nm in diameter, DNA is about 2 nm in diam-
eter, and bonds between many atoms are around 0.15 
nm long. Nanotechnology is a big business, with appli-
cations in materials manufacturing, energy, electronics, 
and engineering, but nanomedicine—applications of 
nanotechnology for improving human health—is of 
particular interest for medical biotechnology. Scientists 
envision tiny devices in the body carrying out a myr-
iad of medical functions, including nanodevice sensors 

disease. Gleevec and related drugs have increased the 
survival rate of CML patients from 30% to nearly 90%. 
Visit the Howard Hughes Medical Institute website listed 
on the Companion Website and check out the anima-
tions link for a good way to observe the action of Gleevec.

Gene expression data from DNA microarrays are 
being used to diagnose patients based on the genes they 
express; then patients use pharmacogenomics treatment 
(if available) based on those genes. Figure 11.9 shows 
an example of microarray data for individuals diagnosed 
with different forms of leukemia. Notice how the 
patients can be grouped into different genetic categories 
of leukemias based on the clusters of genes most actively 
expressed. Because each group of patients expressed 
large numbers of different genes and proteins, there is 
no reason to think that they would all respond well to 
the same chemotherapy. Knowing this, different che-
motherapy approaches can be customized for each cate-
gory of patients. As a result, patient survival rates have 
been greatly increased. A similar approach has been 
used for breast cancer patients, and it is expected that 
microarray data and pharmacogenomics approaches will 
increasingly become routine aspects of disease diagnosis 
and treatment. Several promising clinical trials are under 

Figure 11.9 Microarrays for gene expression Analysis and pharmacogenomics Shown 
here are microarray results indicating gene expression profiles in leukemia patients. Each 
column represents data for one patient, and each row is a different gene (gene symbols 
and names are on the far right side of the figure). Because this black-and-white image was 
reproduced from a color image, gray spots shown here represent highly expressed active 
genes. Red ovals highlight clusters of actively expressed genes (gray and white spots) that 
can be used to categorize patients into different groupings based on expressed and rela-
tively inactive (dark spots) genes.

Patient Groups

A B C
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airways through the nose and mouth has been used 
successfully for treating lung cancer and other respira-
tory illnesses such as asthma, emphysema, tuberculosis, 
and flu (Figure 11.10). Refer to Section 11.3 for a dis-
cussion of how microspheres called liposomes are used 
in gene therapy. Researchers are also investigating ways 
to package anticancer drugs into microspheres for 
implantation in the body adjacent to growing tumors; 
they are also working on anesthetics for pain manage-
ment and adding microspheres to wafers and patches 
that can be used for drug delivery.

In 2006, the FDA approved Exubera, an inhalable 
version of insulin produced by Nektar Therapeutics 
of San Francisco and sold by the pharmaceutical giant 
Pfizer. Exubera is a recombinant form of insulin deliv-
ered as an inhalable powder; it offers diabetic patients 
the first alternative to needle-based delivery of insulin. 
But after barely a year, Pfizer stopped selling Exubera 
because of slow sales. Among the reasons that have 
been given for Exubera’s failure are the unwillingness 
of physicians and patients to try something new, a 
bulky inhaler used to deliver the particles, and a poor 
marketing strategy.

to monitor blood pressure, blood oxygen levels, and 
hormone concentrations as well as nanoparticles that 
can unclog blocked arteries and detect and eliminate 
cancer cells.

Many companies are working on nanotechnolo-
gies to develop innovative ways to improve drug deliv-
ery techniques and maximize their effectiveness. 
Sometimes even a well-designed drug is not as effec-
tive as desired because of delivery problems—getting 
the drug to where it must function. For instance, if a 
drug to treat knee arthritis is taken as an oral pill, only 
a small amount of the drug will be absorbed by the 
body and transported via blood to tissues of the knee 
joint. Other factors that influence drug effectiveness 
are a drug’s solubility (its ability to dissolve in body 
fluids), drug breakdown by body organs, and drug 
elimination by the liver and kidneys.

Microspheres, nanoparticles between 1 to 100 nm 
in size that can be filled or coated with drugs, may be 
one way to improve drug delivery and effectiveness. 
These particles are often made of lipid materials that 
closely resemble the phospholipids in cell membranes. 
Delivery of microspheres as a mist sprayed into the 

You DeCiDe

genetic testing: issues to Consider
Since genetic testing became avail-

able, a number of concerns have been raised about how 
genetic information could be used and what it may be 
used for beyond personal and private decisions. Consider 
some of these issues:

■ Should we test unborn children or adults for genetic 
conditions for which there is currently no treatment 
or cure?

■ What are acceptable consequences if parents learn 
their unborn child has a genetic defect?

■ What are the psychological effects of a false result, 
which may indicate erroneously that a healthy per-
son has a disease gene or a gene defect that goes 
undetected in a person with a genetic disorder?

■ How do we ensure privacy and confidentiality of 
genetic information and avoid genetic discrimina-
tion? Who should have access to your genetic infor-
mation? How could your genetic background be used 
to discriminate against you? How could your health 
or life insurance company’s access to your genetic 
information affect your premiums? Could your pre-
miums be raised based on “genetic” risk in the same 
way that premiums are raised based on other risks, 
such as how old you are and the car you drive?

■ What are your obligations to inform others, such as 
a potential spouse or employer, of your knowledge 
about a possible genetic disorder?

■ If genes are discovered for undesirable human 
behaviors, how would these genes be perceived 
in courts of law if accused criminals use genetics 
as their basis for a plea of not guilty by reason of 
genetics?

■ Would society implement mechanisms to prevent or 
dissuade individuals with genetic defects from hav-
ing children?

■ Errors in genetic testing can have tragic conse-
quences. Currently there are no federal standards 
for quality control of genetic testing in the United 
States. Should mandatory proficiency testing be a 
requirement to minimize errors?

As you can see, genetic testing is certainly not without 
its controversies and limitations, and there are few easy 
answers to these issues. Visit the “Your Genes, Your 
Choices” website listed on the Companion Website for a 
thought-provoking series of ethical dilemmas created by 
genetic testing and genetic technologies. What would 
you do if you had to face the scenarios presented at this 
site? You decide.
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stored for long periods of time. Also, unlike donated 
blood, synthetic blood would not have to be matched 
to the recipient’s blood type to avoid rejection by the 
immune system. A major limitation in the develop-
ment of synthetic blood to date is that artificial bloods 
have been designed to serve the primary task of nor-
mal red blood cells—transporting oxygen to body tis-
sues, a role carried out by the oxygen-carrying protein 
hemoglobin. Red blood cells are literally hemoglobin 
factories. But normal red blood cells perform other 

Currently over a dozen nanoparticle-based drugs 
are in clinical trials in the United States, and most of 
these target cancers. Several nanotechnology-enabled 
drugs are making their way to the market, primarily in 
areas of cancer treatment, and over 150 nanotechnol-
ogy cancer therapies are in development. Scientists 
have developed “smart drugs” using viruses or tiny 
nanoparticles such as gold particles that are introduced 
into the body to seek out and target viruses or specific 
cells, such as cancer cells; they then deliver a cargo 
intended to treat or destroy those cells rapidly, effec-
tively, and silently, with few side effects (Figure 11.11). 
Some of these ideas have been tested in patients, with 
promising results, and nanotechnologists are optimistic 
about the powers of this technology.

Artificial Blood
Since the 1930s, blood transfusions have been per-
formed routinely and successfully in the United States. 
Transfusions are often necessary for treating trauma vic-
tims, providing blood during surgeries, and treating peo-
ple with blood-clotting disorders such as hemophilia. In 
the 1980s, the realization that HIV had contaminated 
many blood supplies led to new testing techniques that 
have made blood supplies much safer. Blood donated for 
transfusions is tested for pathogens such as HIV and hep-
atitis viruses B and C before it is stored, but donated 
blood has a shelf life of only a few months and must be 
refrigerated. Throughout many areas of the world, par-
ticularly in developing countries where screening proce-
dures are not very good, there is a serious need for safe 
blood, free of infectious bacteria and viruses. These and 
other concerns have prompted scientists to seek ways to 
develop artificial blood or blood substitutes.

Major advantages of artificial blood could include 
a disease-free alternative to real blood, a constant sup-
ply of blood in the face of blood shortages and emer-
gency situations, and a supply of blood that can be 

FIGURE 11.10 Microspheres for 
Drug Delivery Microspheres can 
deliver drugs to specific locations in 
the body or be distributed throughout 
the body depending on how they are 
used. In this example, drug-containing 
microspheres are sprayed into the 
nose, where they will enter blood ves-
sels and rapidly enter the bloodstream 
to travel throughout the body.
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FIGURE 11.11 Tumor-Seeking and Tumor-Killing 
Nanoparticles Multifunctional nanoparticles have been developed 
that have shown promise for seeking out and destroying tumor 
cells. This example shows a plastic nanoparticle covered with anti-
bodies against cancer cell proteins, which allow the particle to bind 
to cancer cells. Inside the particle are contrast agents, which can 
be used for magnetic resonance imaging or x-ray approaches to 
detect the tumor. The nanoparticle can also contain chemotherapy 
drugs that can diffuse out of it to kill tumor cells.
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from human hemoglobin. Cow blood is collected from 
food cattle at slaughterhouses and then processed to 
purify the hemoglobin. Many other types of artificial 
blood being tested are produced using fluorocarbons, 
chemicals that can bind oxygen just as hemoglobin 
does and then release oxygen to the surrounding tis-
sues. Ultimately, artificial blood products must provide 
safe alternatives to real blood transfusions. Much work 
remains to be done, but the potential benefit of these 
products has many companies investing large amounts 
of money and time to develop viable blood substitutes.

functions as well, such as providing the body with a 
source of iron, and hemoglobin is also important for 
removing carbon dioxide from the body. Researchers 
have yet to create blood substitutes that can perform 
all the functions of normal blood; nevertheless, many 
promising products are under development.

So how is artificial blood made? Artificial bloods 
are cell-free solutions containing molecules that can 
bind to and transport oxygen in much the same way 
as normal hemoglobin. Some blood substitutes are 
made from the hemoglobin of cattle; others are made 

You DeCiDe

Direct-to-Consumer genetic tests
The past decade has seen dramatic 

developments in direct-to-consumer (DtC) genetic 
tests. A simple web search will reveal many companies 
offering such tests, and there are approximately 1,900 
diseases for which such tests are now available (in 1993 
there were about 100 such tests). Most DTC tests require 
that a person mail a saliva sample, hair sample, or cheek 
cell swab to the company. For a range of pricing options, 
DTC companies largely use SNP-based tests such as ASO 
tests to screen for different mutations. For example, in 
2007 Myriad Genetics, Inc. began a major DTC marketing 
campaign of its tests for BRCA1 and BRCA2. Mutations in 
these genes increase risk of developing breast and ovar-
ian cancer. DTC testing companies report absolute risk, 
the probability that an individual will develop a disease; 
but how such risks results are calculated is highly vari-
able and subject to certain assumptions.

Such tests are controversial for many reasons. For 
example, the test is purchased online by individual 
consumers and requires no involvement of a physician 
or other health care professionals, such as a nurse or 
genetic counselor, to administer or to interpret results. 
There are significant questions about the quality, effec-
tiveness, and accuracy of such products because the DTC 
industry is currently largely self-regulated. The U.S. Food 
and Drug Administration (FDA) does not regulate DTC 
genetic tests. There is currently no comprehensive way 
for patients to make comparisons and evaluations about 
the range of tests available and their relative quality.

Most companies make it clear they are not trying 
to diagnose or prevent disease, nor are they offering 
health advice. So what is the purpose of the information 
that these tests provide? Websites and online programs 
from DTC companies provide information on what advice 
a person should pursue if positive results are obtained. 
But is this enough? If the results are not understood, 
might negative tests provide a false sense of security? 
Just because a woman is negative for BRCA1 and BRCA2 

mutations does not mean that she cannot develop breast 
or ovarian cancer.

In June 2010, the FDA announced that five genetic 
test manufacturers (Illumina, Pathway Genomics, Navi-
Genics, 23andMe, deCODE Genetics) would need FDA 
approval before their tests could be sold to consumers. 
This action was prompted when Pathway Genomics an-
nounced plans to market a DTC kit for “comprehensive 
genotyping” in the pharmacy chain Walgreens. Pathway 
Genomics and the other companies have been selling 
their DTCs through company websites for several years. 
Pathway and others claim that because their DTC kits 
are approved by the Clinical Laboratory Improvement 
Amendments (CLIA), no further regulation is required. 
CLIA regulates certain laboratory tests but is not part of 
the FDA. This scenario in particular prompted discussion 
on how the FDA will oversee DTC genetic tests. However, 
at the time of publication of this edition, the FDA has 
not revealed any definitive plans to regulate or oversee 
DTC genetic tests. There are varying opinions on the 
regulatory issue. Some believe that the FDA has no busi-
ness regulating DTC tests and that consumers should be 
free to purchase products according to their own needs 
or interests. Others insist that the FDA must regulate 
DTCs in the overall interest of consumers.

In 2010, the National Institutes of Health announced 
that it will create a genetic testing registry (gtr) 
designed to increase transparency by publicly sharing 
information about the utility of their tests and research 
with the general public, patients, health care workers, 
genetic counselors, insurance companies, and others. 
The GTR is intended to allow individuals and families ac-
cess to key resources to let make them better-informed 
decisions about their health and genetic tests. But 
participation in the GTR by DTC companies has not been 
made mandatory yet. Therefore will companies involved 
in genetic testing participate? Should DTC genetic tests 
be more carefully regulated by the FDA? You decide.
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The primary purpose of vaccination is to stimulate 
antibody production by the immune system and thus 
to help ward off foreign materials (Chapter 5). How-
ever, antibodies themselves might be used to treat an 
existing condition as opposed to preventing infectious 
microbes from causing disease. Using antibodies in 
some types of therapy makes good sense because anti-
bodies are very specific for the molecules or pathogens 
to which they are produced and can find and bind to 
their target with great affinity. Since their development 
in 1975, monoclonal antibodies (MAbs), purified 
antibodies that are very specific for certain molecules, 
have been considered “magic bullets” for disease treat-
ment. To make a MAb, a mouse or rat is injected with 
the purified antigen to which researchers are trying to 
make antibodies. Figure 11.12 shows production of 
MAbs specific for proteins from human liver cancer 
cells. After the mouse makes antibodies to the antigen, 
a process that usually takes several weeks, the animal’s 
spleen is removed. The spleen is a rich source of anti-
body-producing B lymphocytes, commonly called B 
cells. In a culture dish, B cells are mixed with cancer-
ous cells, called myeloma cells, which can grow and 
divide indefinitely. Under the right conditions, a cer-
tain number of B cells and myeloma cells will fuse 
together to create hybrid cells called hybridomas.

Vaccines and therapeutic Antibodies

Vaccines can be used to stimulate the body’s immune 
system to produce antibodies and provide a person with 
protection against infectious microbes (Chapter 5). Cer-
tainly vaccination has been very effective for protecting 
us from pathogens that cause polio, tetanus, typhoid, 
and dozens of others. Development of vaccines against 
some of the most deadly pathogens is a very active and 
important area of research.

Many scientists hope that vaccination may be useful 
against conditions such as Alzheimer disease and many 
different types of cancers, but vaccination for these pur-
poses is still mostly unproven in humans. Cancer vaccines 
are being experimented with as therapeutic treatments 
that are not preventative but designed to treat a person 
who already has cancer. In this approach, a person is 
injected with cancer cell antigens in an effort to stimu-
late the patient’s immune system to attack existing can-
cer cells. In fact, there is considerable excitement about 
new types of “naked DNA” vaccines in which plasmid 
DNA-encoding genes that produce antigens are injected 
directly into tissue, where cells take up the plasmid and 
express the antigens that stimulate antibody production 
by the body. In other types of DNA vaccines, an immune 
response is mounted against the DNA itself.
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several years in common tests for conditions such as 
strep throat, and most home pregnancy kits use MAbs 
to detect hormones produced during pregnancy. 
Monoclonals for disease treatment have still not lived 
up to their initial hype, and there have been some set-
backs in the field. For example, MAb treatment of 
Alzheimer patients produced severe inflammation in 
several people due to a human antimouse antibody 
response. Humanizing antibodies can alleviate some of 
the problems with MAbs (Chapter 4). Increasingly it 
appears that MAbs will continue to be valuable tools 
for medicine in the twenty-first century. In the next 
section we consider gene therapy, a promising and 
controversial topic of medical biotechnology.

11.3 gene therapy

Gene therapy involves the delivery of therapeutic 
genes into the human body to correct disease conditions 
created by a faulty gene or genes. Think about the awe-
some power and potential of gene therapy—providing a 
person with normal genes to supplement defective genes 
and cure disease or even using normal genes to replace 
faulty ones. Here we provide an overview of gene ther-
apy strategies for treating and attempting to cure disease.

how is it Done?
The two primary strategies for gene delivery are ex 
vivo gene therapy and in vivo gene therapy 
(Figure 11.13). In ex vivo therapy (ex means “out of,” 
vivo is Latin for “something alive”), cells from a person 
with a disease condition are removed from that per-
son, treated in the laboratory using techniques similar 
to bacterial transformation, and then reintroduced 
into them into him or her. Technically speaking, intro-

Hybridoma cells grow rapidly in liquid culture 
because they contain antibody-producing genes from 
B cells. These cells are literally factories for making 
antibodies. Hybridoma cells secrete antibodies into the 
liquid culture medium surrounding the cells. Chemical 
treatment is used to select for hybridomas and discard 
unfused mouse and myeloma cells, so that researchers 
have pure populations of fused, antibody-producing 
cells. Hybridomas can be transferred to other culture 
dishes and frozen at ultralow temperatures so that a 
permanent stock of cells is always available. Antibod-
ies can be isolated from hybridoma cultures in large 
batches by growing hybridoma cells in batch culture 
using bioreactors.

Monoclonal antibodies can be injected into 
patients to seek out and target the antigens to which 
the MAbs were produced. The MAbs in Figure 11.12 
would bind to liver cancer cells and work on destroy-
ing the tumor. In 1986, the FDA approved the first 
monoclonal antibody, OKT3, which was used to treat 
organ transplant rejection. In the 1990s, MAbs were 
developed to treat breast cancer (Herceptin) and lym-
phoma (Rituxan). There are currently over a dozen 
MAbs being used worldwide to treat cancer, cardio-
vascular disease, allergies, and other conditions. Scien-
tists even envision attaching chemicals or radioactive 
molecules to MAbs in the hope that these might target 
damaged or cancerous cells and use their payloads to 
kill these cells. Therapeutic antibody strategies may 
also be of value for treating people addicted to harmful 
drugs, such as cocaine and nicotine. In the United 
States alone, more than 13 million people abuse drugs. 
Scientists believe that it may be possible to stimulate 
antibody production to drugs such as cocaine. These 
antibodies would then bind to the drug as the antigen, 
trapping and preventing the drug from affecting brain 
cells. Monoclonal antibodies have also been used for 

Figure 11.13 ex Vivo and in 
Vivo gene therapy in a patient 
with a Liver Disorder Ex vivo gene 
therapy involves isolating cells from 
the patient, introducing normal 
genes for the clotting protein into 
these cells, and then transplanting 
cells back into the body where these 
cells will produce the required clot-
ting protein. In vivo gene therapy 
involves introducing DNA directly 
into cells while they are in the 
patient. In either mode of gene 
therapy, genes may be introduced 
into cells as DNA packaged into 
viruses as vectors or as naked DNA.
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of the host cells so they are free to infect other cells 
and repeat the life cycle.

It may seem strange that viruses would even be 
considered for carrying genes to cure human diseases. 
However, since viruses are very effective at introduc-
ing their genomes into cells, scientists reasoned that if 
viruses could be disabled so that they would not cause 
disease and genetically altered to deliver therapeutic 
genes safely, we could use viruses for beneficial pur-
poses. In many ways viruses are perfectly designed as 
gene therapy vehicles or vectors for gene delivery. For 
instance, adenovirus—which approximately 80% to 
90% of the population has been infected with in child-
hood because it causes the common cold—can infect 
many types of body cells fairly efficiently. Retroviruses 
such as lentivirus, including even HIV, are of interest 
as vectors because, on entering a host cell, they copy 
their RNA genome into DNA and then randomly insert 
their DNA into the genome of the host cell, where it 
remains permanently, a process called integration. A 
main reason why retroviruses are used for gene deliv-
ery is that they can integrate therapeutic genes into 
the DNA of human host cells, allowing permanent 
insertion of genes into the chromosomes of a patient’s 
cells as a way of providing lasting gene therapy.

Viruses have also been widely studied as gene 
therapy vectors because some viruses infect only certain 
body cells. This might allow for targeted gene therapy—
the ability to deliver genes only to the tissues infected 
by a certain virus. For instance, a strain of herpesvirus 
(HSV-1) primarily infects cells of the central nervous 
system. This strain is a candidate for targeted gene 
delivery to cells of the nervous system, which may be 
an effective way to treat genetic disorders of the brain 
such as Alzheimer disease and Parkinson disease. 
Researchers are also investigating ways that the genet-
ically altered herpes viruses can be used to destroy 
brain tumors. Preliminary trials of this approach in 
humans have shown some promise.

Most human cells do not take up DNA easily. If they 
did, it would then be possible to transfect cells by simply 
mixing them with DNA in a tube in much the same 
way that transformation is achieved with bacterial cells. 
However, some success has been demonstrated for both 
in vivo and ex vivo strategies using “naked” DNA. Naked 
DNA is simply DNA by itself, without a viral vector, 
which is injected directly into body tissues. Small plas-
mids containing therapeutic genes are often used for this 
approach. Cells of certain tissues will take in some of the 
naked DNA and express genes delivered in this way.

Delivery techniques for naked DNA have been 
somewhat effective in the liver and in skeletal muscle. 
One of the major problems with transfecting human cells 
in vivo is that because a relatively small number of cells 
take up the injected DNA, there may not be enough 

ducing DNA into animal or plant cells is called transfec-
tion. For instance, liver cells from a patient suffering 
from a liver disorder would be surgically removed and 
cultured. Appropriate therapeutic genes would then 
be delivered into these cells using vectors and other 
approaches discussed in the next section. These geneti-
cally altered liver cells would then be transplanted 
back into the patient without fear of rejection of the 
tissue transplant because these cells came from the 
patient initially (Figure 11.13).

In vivo gene therapy does not entail removal of a 
patient’s cells; DNA is introduced directly into cells and 
tissues in the body (Figure 11.13). One challenge of in 
vivo gene therapy is delivering genes only to the 
intended tissues and not to tissues throughout the 
body. Scientists have primarily relied on using viruses 
as vectors for gene delivery, but in some cases genes 
have been directly injected into some tissues. So far, 
ex vivo strategies have generally proven to be more 
effective than in vivo approaches.

Delivering the payload: Vectors for gene delivery
A major challenge that must be overcome if gene ther-
apy is to become a reliable tool for treating disease is 
achieving a safe and effective delivery of therapeutic 
genes—the payload. Depending on the genetic condition 
to be treated, some therapeutic strategies may require 
long-term expression of a corrective gene, whereas 
others may require rapid expression for shorter peri-
ods of time. A majority of gene delivery strategies, 
both ex vivo and in vivo, rely on viruses as vectors to 
introduce therapeutic genes into cells.

A viral vector uses a viral genome to carry a thera-
peutic gene or genes to “infect” human body cells, 
thereby introducing the therapeutic gene. Scientists 
have considered various viruses such as adenovirus, 
which causes the common cold, a related virus called 
adeno-associated virus (AAV); influenza viruses, 
which cause the flu; and herpes viruses, which can 
cause cold sores and some cause sexually transmitted 
diseases, as potential vectors for gene delivery. Even 
human immunodeficiency virus-1 has been consid-
ered as a gene therapy vector. For any viral vector to 
work, scientists must be sure that these vectors have 
been genetically engineered and inactivated so they 
neither produce disease nor spread throughout the 
body and infect other tissues.

Most viruses infect human body cells by binding to 
and entering cells and then releasing their genetic 
material into the nucleus or cytoplasm of the human 
cell. This is usually DNA, but some viruses contain an 
RNA genome. The infected human cell then serves as 
a host for reproducing the viral genome and producing 
viral RNA and proteins. Viral proteins ultimately 
assemble to create more viral particles that break out 
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The RISC complex degrades the siRNA-bound mRNAs 
so they cannot be translated into protein. Using gene 
therapy to stimulate naturally occurring microRNAs 
(miRNAs) that inhibit gene expression is another area 
of active investigation. A main challenge to RNAi-based 
therapeutics so far has been sustained in vivo delivery 
of the antisense RNA, dsRNA, miRNA, or siRNA to the 
target tissues. RNAs degrade quickly in the body. It is 
also hard to get them to penetrate cells and to target 
the right tissue. Two common delivery approaches are 
to inject the antisense RNA or siRNA directly or as a 
plasmid that is taken in by cells to be transcribed to 
make antisense or RNAi molecules (Figure 11.14). 
Liposome, lentivirus delivery mechanisms, and attach-
ment of siRNAs to cholesterol and fatty acids are also 
used to deliver silencing RNAs. Another problem is that 
most complex diseases are not caused by just one gene. 
For example, as mentioned earlier in this chapter, the 
gene BCL-2 is overexpressed in about 50% of breast 
cancer cases, and antisense RNA technology can silence 
this gene in vitro; but breast cancer is a multigene dis-
ease and it is not yet possible to silence all of the genes 
involved in it.

cells expressing the therapeutic gene for gene therapy 
to have any effect on the tissue. Scientists are working 
on ways to overcome these problems and deliver naked 
DNA more effectively. For example, electroporation 
(recall that in Chapter 5 we discussed how electrical 
stimulation is used to move plasmids into bacterial 
cells) can be used to stimulate movement of DNA 
into cells.

One approach to deliver DNA without viral vec-
tors involves liposomes, small-diameter hollow 
microspheres made of lipid molecules, similar to the 
fat molecules in cell membranes. Liposomes are pack-
aged with genes and then injected into tissues or 
sprayed onto them. A similar technique involves coat-
ing tiny gold nanoparticles with DNA and then shoot-
ing these into cells using a DNA gun, a pressurized air 
gun that delivers gold or liposome particles through 
cell membranes without killing most cells. Biodegrad-
able gelatin particles are also being studied as gene-
carrying vectors. Short-term expression of genes 
through “gene pills” is being explored. In this approach, 
a pill delivers DNA to the intestines, where it is 
absorbed by intestinal cells; these then express thera-
peutic protein encoded by the DNA and secrete these 
proteins into the bloodstream.

Antisense RNA technology and RNA interference 
for gene therapy
We have discussed the use of antisense RNA tech-
nology as a way to block translation of mRNA mole-
cules to silence gene expression (Chapter 3). This 
approach was used to create the Flavr Savr tomato 
(see Figure 6.7). The basic concept of antisense RNA 
technology is to design an RNA molecule that will 
serve as a complementary base pair to the mRNA you 
want to inhibit, thus blocking it from being translated 
into a protein (Figure 11.14). This approach for shut-
ting off a gene is frequently called RNA or gene 
silencing. Since the development of antisense RNA 
technologies in the 1970s, scientists have thought that 
RNA silencing approaches would be promising ways to 
turn off disease genes as a gene therapy approach.

Antisense RNAs have been effectively used for 
gene silencing in cultured cells, but this technology has 
yet to live up to its promise as a treatment for disease. 
The recent emergence of RNA interference (RNAi)
as a method to control mRNA stability and protein 
synthesis has reinvigorated gene therapy approaches 
by gene silencing (refer to Figure 3.19). With RNAi, 
double-stranded RNA molecules are delivered into cells 
where the enzyme Dicer chops them into 21-nt-long 
pieces called small interfering RNAs (siRNAs; Fig-
ure 11.14). The siRNAs then join with an enzyme com-
plex called the RNA-induced silencing complex 
(RISC), which shuttles the siRNAs to their target 
mRNA, where they bind by complementary base pairing. 

FIGURE 11.14 Antisense RNA and RNAi Approaches for 
Gene Therapy by Gene Silencing Antisense technology and 
RNAi are two ways to silence gene expression and turn off dis-
ease genes. In antisense technology (left) an antisense RNA 
molecule binds to the mRNA for the disease gene and prevents 
it from being translated into a protein. With RNAi technology, 
double-stranded RNA (dsRNA) molecules are delivered to the 
cell. The dsRNAs are then cleaved by Dicer into short interfer-
ing RNAs (siRNAs), which are escorted by the RISC protein 
complex to bind to their target mRNA causing its degradation 
and thus preventing translation.
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Trials using antitumor genes to treat mice with 
malignant melanoma—a cancer of melanin-produc-
ing cells called melanocytes, which give the skin its 
pigmentation—have been successful and similar trials 
in humans are being planned.

Researchers at the University of Paris and Harvard 
Medical School have reported that 2 years after gene 
therapy treatment for ß-thalassemia, a blood disor-
der that involves a defect in the ß-globin chain of 
hemoglobin which reduces the production of hemo-
globin, a young man no longer needs transfusions 
and appears to be healthy. A modified, disabled HIV-
derived lentivirus vector was used to carry a copy of 
the normal gene and delivered via blood stem cells. 
There have also been reports of therapeutic gene 
integration near a growth factor gene called HMGA2 
that turned this gene on, reminiscent of what 
occurred in the French X-SCID trials described 
below. Long-term follow-up will be important to see 
whether this treatment is effective and safe. Here we 
consider a few well-studied, successful examples of 
gene therapy in action.

the first human gene therapy
The first human gene therapy was carried out in 1990 
by a group of researchers and physicians at the 
National Institutes of Health in Bethesda, Maryland, 
led by W. French Anderson, R. Michael Blaese, and 
Kenneth Culver. The patient, 4-year-old Ashanti DaSilva, 
had a genetic disorder called severe combined 
immunodeficiency (SCID). Patients with SCID lack 
a functional immune system because of a defect in a 
gene called adenosine deaminase (ADA). ADA pro-
duces an enzyme involved in metabolism of the 
nucleotide deoxyadenosine triphosphate (dATP). 
Mutation of the ADA gene results in the accumulation 
of dATP, which, at high concentration, is toxic to cer-
tain types of T cells, resulting in a near-complete loss 
of these cells in the patient with SCID. This condition 
is appropriately called “severe combined” immunode-
ficiency because mutations in the ADA gene deliver a 
knockout blow to the immune system’s ability to 
make antibodies and fight off disease. Without func-
tioning T cells, B cells cannot recognize antigen and 
make antibodies. Prior to gene therapy, most SCID 
patients did not live past their teens because their 
immune systems simply could not fight off infections.

To treat Ashanti, the normal gene for ADA was 
cloned into a vector that was then introduced into a 
retrovirus. An ex vivo gene therapy approach was 
used in which a small number of T cells were isolated 
from Ashanti’s blood and cultured in the lab. Her T 
cells were then infected with the ADA-containing ret-
rovirus, and the infected T cells were further cultured. 
Because retroviruses integrate their genome into the 
genome of host cells, the retrovirus was integrating 

More than a dozen clinical trials using RNAi are 
under way but no RNAi drugs are on the market yet. 
Several antisense and RNAi clinical trials are under 
way in the United States for blindness. One study to 
combat macular degeneration, a form of blindness, 
attempts to minimize the expression of the VEGF gene. 
The protein encoded by VEGF promotes blood vessel 
growth. Overexpression of this gene leads to excessive 
production of blood vessels in the retina, which causes 
impaired vision and eventually blindness. In 2009 a 
promising RNAi trial for macular degeneration failed 
in late-stage clinical trials. Others diseases that have 
been targeted include several different cancers, influ-
enza (scientists have had good success blocking flu 
infections in the lungs of mice), diabetes, multiple scle-
rosis, arthritis, and neurodegenerative diseases.

Curing genetic Diseases: targets for  
gene therapy
Most gene therapy researchers are focusing on 
genetic disorders created by single gene mutations or 
deficiencies—such as sickle cell disease—because in 
theory these conditions may be easier to cure by gene 
therapy than genetic diseases involving multiple 
genes that interact in complex ways. Current estimates 
indicate there may be more than 3,000 human 
genetic disease conditions caused by single genes. 
Table 11.1 includes some of the diseases that are 
potential candidates for treatment by gene therapy.

Recent trials for treating deafness, arthritis, mela-
noma, blindness, AIDS, malignant brain tumors, and 
other conditions have shown promise. For example, 
researchers from the University of Pennsylvania used 
gene therapy to restore retinal cone cell function and 
day vision in dogs with a condition called congenital 
achromatopsia. This is a rare autosomal recessive 
condition (1 in 30,000 to 50,000 humans) and affects 
the cone cells in the retina, which are essential for 
color vision and some aspects of visual acuity. The 
therapy cured both young and older canines and 
appears to be permanent. University of Pennsylvania 
and Children’s Hospital of Philadelphia researchers also 
reported beneficial results for treatments of Leber’s 
congenital amaurosis (LCA), a degenerative disease 
of the retina that affects 1 in 50,000 to 100,000 infants 
each year and causes severe blindness. Young adult 
patients with defects in the RPE65 gene were given 
injections of the normal gene. Complete vision was 
not restored to these patients, although four of the 
children who were treated gained enough vision to 
play sports. Several months after a single treatment 
with the gene, the patients are still legally blind but 
they can see more light, some of them can read the 
lines of an eye chart, and two who had stumbled 
through an obstacle course were able to navigate it.
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important for maintaining the proper balance of chlo-
ride inside cells. Mutations in the CFTR gene, which 
may cause the total absence of the protein or result in 
defective protein, are responsible for CF.

The CFTR protein is made by cells in many areas 
of the body, including the skin, pancreas, liver, diges-
tive tract, male reproductive tract, and respiratory tract 
(trachea and bronchi). An abnormally functioning or 
absent CFTR causes an imbalance in chloride ions 
inside the cells because the defective CFTR does not 
pump out these ions (Figure 11.6). In organs such as 
the trachea, an accumulation of chloride ions in these 
cells leads to the production of an extremely thick 
sticky mucus that clogs the airways. This occurs 
because water moves into chloride-rich cells in an 
effort to balance chloride concentrations inside the 
cells. Normally, mucus in the trachea helps sweep dust 
and particles out of the airways to keep these materials 
from reaching the lungs. But when water enters tra-
cheal cells, the mucus becomes extremely thick. In 
addition to clogging the airways, the thick mucus pro-
vides an ideal environment for microbes to grow; as a 
result, patients with CF experience infections from 
bacteria such as Pseudomonas.

Infections of the airways and lungs can lead to 
pneumonia and respiratory failure, the leading cause of 
death among patients with CF. There are similar effects 

the normal ADA gene into the chromosomes of Ashan-
ti’s T cells during this culturing. After a short period of 
culturing, these ADA-containing T cells were reintro-
duced back into Ashanti (Figure 11.15).

Ashanti received multiple treatments. Within a few 
months after gene therapy, the T-cell numbers in 
Ashanti began to increase. After 2 years, Ashanti’s ADA 
enzyme activity was relatively high, and she was show-
ing near-normal T-cell counts with about 20% to 25% 
of her T cells showing the added ADA gene. Ashanti is 
currently enjoying a healthy life. Since Ashanti’s treat-
ment, gene therapy has successfully restored the 
immune systems of over two dozen children with SCID.

treating cystic fibrosis
Cystic fibrosis (CF) is one of the most common genetic 
diseases. Approximately 1,000 children with CF are 
born in the United States each year, and currently 
more than 30,000 people in the United States have 
been diagnosed with CF. This disease occurs when a 
person has two defective copies of a gene encoding a 
protein called the cystic fibrosis transmembrane 
conductance regulator (CFTR). The normal CFTR 
protein serves as a pump at the cell membrane to 
move electrically charged chloride atoms (ions) out of 
cells. Chloride ions enter cells in a number of ways and 
are required for many cellular reactions. The CFTR is 

Figure 11.15 the First human gene 
therapy An ex vivo gene therapy strategy 
was used in a 4-year-old SCID patient with a 
defective ADA gene.
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the normal CFTR gene into viral vectors. Recent stud-
ies are using liposomes and spraying these into the 
noses and mouths of CF patients as an aerosol or 
administering into the airways through a hose (Figure 
11.16). Liposomes fuse with lipids in cell membranes 
of tracheal cells, releasing the normal CFTR gene into 
the cytoplasm of cells. The normal CFTR gene is copied 
into mRNA and the normal protein translated. The 
normal CFTR protein enters cell membranes and starts 
to transport chloride ions out of cells, thereby thinning 
the mucus and alleviating CF symptoms.

Gene therapy for CF is not yet a reliable cure. It is 
expensive, requiring multiple reapplications, because 
DNA delivered via liposomes does not integrate into 
chromosomes. Each time tracheal cells divide, and 
they divide rapidly, delivered genes are lost and more 
spraying is required. Also, CFTR-containing liposomes 
are taken up by a small percentage of tracheal cells. 
Even cells containing the delivered gene may not pro-
duce enough CFTR protein to allow for adequate 

in many other organs of the body. Males experience 
infertility owing to problems related to ion transport in 
male reproductive organs, and both males and females 
have extremely salty sweat owing to abnormalities in 
ion transport in sweat glands. In fact, prior to the dis-
covery of the CFTR gene, a sweat test was the standard 
for diagnosing CF and is still used today.

Treatments for patients with CF vary from back 
clapping—holding the patient almost upside down and 
slapping the back—and moving body positions to drain 
lung mucus, to using drugs to thin the mucus and 
antibiotic treatment to fight infections. However, there 
is no cure for CF. This disease often causes death due 
to lung malfunctions and respiratory infections early 
in life. Many new treatment strategies have enabled 
these patients to live to well into adulthood; as a result, 
the average life span of CF patients has increased from 
19 years in the 1980s to over 37 years currently. In 
1989, the CFTR gene was discovered, and by 1993 sci-
entists had begun gene therapy trials by introducing 

Figure 11.16 treating Cystic Fibrosis by gene therapy
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greater scrutiny of gene therapy and tighter restric-
tions on gene therapy trials.

In 2002, concerns about gene therapy involving 
retroviruses were further elevated as a result of trials 
in France for treating X-linked severe combined 
immunodeficiency syndrome (SCID-X). In this trial, 3 
of 11 children treated developed leukemia because of 
the therapy, and one of them died in 2004. They had 
received injections of bone marrow cells that had been 
treated (ex vivo) with a retrovirus-delivered therapeu-
tic gene. The 2 surviving leukemic children were 1 and 
3 months old at the time of treatment and had 
returned home to a normal life, seemingly cured, until 
they developed a leukemia-like cancer about 2½ years 
later. Their cancer was caused by retrovirus vectors 
that randomly integrated the therapeutic gene into a 
critical location of the genome containing the pro-
moter region for a gene called LM02, which encodes a 
transcription factor required for the normal formation 
of white blood cells. This integration led to aberrant 
transcription of the LM02 gene and overexpression of 
LM02, which triggered the uncontrolled division of 
mature T cells.

This tragedy resulted in the temporary cessation of 
a large number of gene therapy trials, and the FDA 
completely stopped most retroviral studies. Trials even-
tually resumed, but with greater patient monitoring.

Currently there are more barriers to gene therapy 
than solutions to medical problems. These include the 
following:

■ How can expression of the therapeutic gene be 
controlled in the patient? What happens if thera-
peutic genes are overexpressed or if a gene shuts 
off shortly after it has been introduced?

■ How can scientists safely and efficiently target 
only the cells and tissues that require the thera-
peutic gene without affecting other cells in the 
body where the gene is not needed?

■ How can gene therapy be targeted to specific 
regions of the genome to prevent the random 
integration problems encountered in the French 
trials or instability and movement of the inserted 
DNA? One active area of research showing prom-
ise involves targeted genome editing using pro-
teins called zinc finger nucleases (ZFNs). These 
nucleases act as DNA-cleaving genome scissors to 
cut out specific areas of DNA, such as a defective 
gene, and ZFNs can be used to cut out and replace 
a sequence. Plasmids encoding ZFNs to “edit” out 
and replace defective genes is an area of intense 
research in gene therapy. A ZFN-based strategy 
is being used in the first gene therapy trial under 
way for patients with HIV in an attempt to disrupt 
the CCR5 gene, which encodes a protein that HIV 

transport of chloride ions. Furthermore, there have 
been problems with the expressed CFTR protein being 
toxic to cells. In addition, there are now over 1,500 
known mutations of the CFTR gene, potentially result-
ing in variations of CF and complicating the adminis-
tration of gene therapy. Although a gene therapy cure 
for CF is not yet available, scientists are aggressively 
moving forward on strategies that may eventually lead 
to the permanent introduction of the normal gene or 
correction of the defective CFTR in an effort to improve 
the lives of people with CF.

Challenges Facing gene therapy
Scientists have always been concerned about the 
potential risks associated with gene therapy and the 
safety of these procedures. Discussions about the safety 
of gene therapy greatly intensified after 18-year-old 
Jesse Gelsinger died during a gene therapy clinical trial 
at the University of Pennsylvania in 1999. Jesse’s 
death was directly attributed to complications related 
to the adenovirus vector used to deliver therapeutic 
genes to treat him for a liver disorder (ornithine trans-
carbamylase deficiency) that affected his ability to 
break down dietary amino acids. Jesse’s death was 
triggered by a massive inflammatory response to a 
modified adenovirus vector bearing the ornithine trans-
carbamylase (OTC) gene that had been injected into his 
hepatic artery. The vectors were intended to enter 
liver cells and result in the production of OTC protein 
in the hope that this treatment would cure him of his 
liver disease. Within hours of his first treatment, a 
massive immune reaction surged through Jesse’s body. 
He developed a high fever, his lungs filled with fluid, 
multiple organs shut down, and he died 4 days later of 
acute respiratory failure.

During inquiries into this tragedy, it was learned 
that clinical trial scientists had not reported other 
adverse reactions to gene therapy and that some of the 
scientists involved in this trial were affiliated with pri-
vate companies that could benefit financially from the 
trials. It was found that serious side effects seen in ani-
mal studies were not explained to patients during 
informed-consent discussions. The FDA then scruti-
nized gene therapy trials across the country, halted a 
number of them, and shut down several. Other 
research groups voluntarily suspended their gene ther-
apy studies. Over 500 gene therapy clinical trials have 
been carried out around the world, a majority of these 
in the United States, and more than 600 trials are 
ongoing in 20 countries. Jesse Gelsinger was the first 
person in a gene therapy clinical trial to die as a result 
of his treatment. His death raised more questions 
about using viral vectors, placed greater emphasis on 
the development of nonviral vectors, and called for 
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Regenerative medicine, growing cells and tis-
sues that can be used to replace or repair defective tis-
sues and organs, is an exciting field of biotechnology 
that holds the promise and potential for radically 
changing medicine and the delivery of health care as 
we know it. Most researchers in the field agree that 
the goal of regenerative medicine is not to extend the 
human life span and achieve immortality but to 
improve the quality of life by making it healthier.

Cell and tissue transplantation
Organ transplantation is not a new idea, but applica-
tions that involve transplanting specific cells and tis-
sues to replace or repair damaged tissues are relatively 
new aspects of medical biotechnology research.

Fetal tissue grafts
Neurodegenerative diseases occur gradually, leading to 
progressive loss of brain functions over time. Alzheimer 
disease and Parkinson disease are perhaps the two 
best-known examples. These diseases rank first and 
second, respectively, as the most common neurode-
generative disorders. For Parkinson disease alone, 
approximately 50,000 cases are diagnosed yearly, and 
an estimated 500,000 Americans currently have the 
disease. Parkinson disease is due to the loss of cells in 
an area deep inside the brain called the substantia nigra. 
Neurons in this region produce a chemical called dopa-
mine, a neurotransmitter or chemical used by neurons 
(nerve cells) to signal one another. Loss of these dopa-
mine-producing cells causes tremors, weakness, poor 
balance, loss of dexterity, muscle rigidity, a reduced 
sense of smell, inability to swallow, and speech prob-
lems, among other effects. Most treatments involve 
drugs that increase the production or accumulation of 
dopamine in the brain; however, after about 4 to 10 years 
of drug treatment, the disease progresses and the effec-
tiveness of these drugs diminishes, leading to a poor 
quality of life for the patient, who typically dies of 
complications related to the disease.

Unlike fetal neurons, which can divide, most adult 
neurons will not repair themselves when damaged, 
and most neurons do not undergo cell division. Scien-
tists have long been interested in using fetal neuron 
transplants as a way of treating Parkinson disease and 
other neurological conditions. The basic idea is to 
introduce fetal neurons in the hope that these cells can 
establish connections with other neurons, replace the 
damaged brain cells, and restore brain function. After 
demonstrated success in rodents, fetal tissue trans-
plants have been used since the late 1980s, and well 
over 100 patients have received such transplants. Most 
human fetal tissue comes from embryos or fetuses 
obtained from accident victims and legally aborted 

uses to enter cells, in the hope that this will halt 
the spread of the virus.

■ How can gene therapy provide lasting, permanent 
treatment without frequent administration of the 
therapeutic gene?

■ How can rejection of the therapeutic gene be 
avoided? Whenever gene therapy is used, it is not 
always known if the recipient’s immune system 
will reject the protein produced by therapeutic 
genes or reject genetically altered cells containing 
therapeutic genes.

■ How many cells must express the therapeutic 
gene to treat the condition effectively? This will 
vary depending on the disease condition, but it 
remains to be determined if a majority of diseased 
cells must be affected by the therapeutic gene or 
if a disease can be treated by correcting only a 
small number of cells.

These and other barriers must be overcome before 
gene therapy becomes a safe and reliable treatment 
approach, but scientists are making excellent progress 
in this field. They are also making incredibly rapid 
advances in another hot area of medical biotechnology 
called regenerative medicine, the topic of the next sec-
tion of this chapter.

11.4  the potential of  
regenerative Medicine

Currently, physicians treating most human illness are 
primarily limited to approaches such as surgical tech-
niques, radiation treatment, and drug therapy. 
Although these approaches all have a place in medi-
cine to treat certain human conditions, they do not 
offer the ability to regenerate tissue or restore the 
functions of damaged organs. For example, when a 
person has a heart attack or stroke, tissue damage 
often results. When an organ is damaged, the only 
way to restore its functions fully is to replace the dam-
aged tissue with new ones—something that often does 
not occur naturally in heart or brain tissue.

When organ development occurs in the embryo, 
changes in the expression of many genes must occur in 
an ordered sequence. Unwanted changes that even 
drugs cannot fix may occur in cells, and no one drug 
can stimulate the growth and repair of new tissue when 
an organ is severely damaged. Even with new knowl-
edge gained from the Human Genome Project, it is 
highly unlikely that any one drug or even a few drugs 
could be used to stimulate hundreds of changes in gene 
expression with the proper timing required for tissue 
regeneration and the restoration of organ function.
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Tissue typing is based on marker proteins found 
on the cell surface (membrane) of every cell in the 
body. Tissue typing proteins are part of a large group of 
over 70 genes called the major histocompatibility 
complex (MHC), aptly named because histo means 
“tissues,” and MHC molecules must be matched 
between donor and recipient to have a compatible 
organ for transplantation. There are many different 
types of MHC proteins. One common group, called the 
human leukocyte antigens (HLAs, named because 
they were first discovered on white blood cells, or leu-
kocytes), are found on virtually all body cells. Immune 
system cells such as B and T cells recognize HLAs on all 
body cells present since birth as “self” (belonging to 
the same individual), whereas any other cells are 
“nonself,” or foreign cells that may be attacked by the 
immune system and destroyed. Some common HLAs 
are found on most human tissues, and others are 
unique to a given individual. To have a successful 
transplantation of an organ from one human to 
another requires a close match of several types of HLAs 
between the donor organ and the recipient’s cells; oth-
erwise the recipient will reject the transplanted organ.

Since the first human liver transplant in 1963, 
transplant surgeons have been using immunosuppres-

embryos. Patients receiving fetal transplants have 
shown varying degrees of improvement, including 
relief of parkinsonian symptoms in over 40% of 
patients and in some cases the almost complete elimi-
nation of most symptoms even several years later, but 
fetal transplants have not provided full recovery.

Over 250,000 individuals have been paralyzed by 
trauma to the spinal cord, and nearly 2 million people 
worldwide are living with spinal cord injuries. Each year 
approximately 85,000 people suffer spinal cord injuries, 
including roughly 10,000 in the United States. Damage 
can occur when the cord is crushed or the nerve fibers 
are severed. Incomplete or complete severing of the spi-
nal cord may result in paraplegia, paralysis of the lower 
body, or quadriplegia, paralysis of the body from the 
neck down, depending on where the injury occurred. 
Many strategies have been used in attempts to repair spi-
nal cord injuries. One approach has been to graft nerve 
fibers from fetal or adult neurons into the damaged area 
of the spinal cord so as to bridge the parts of the cord that 
were severed (Figure 11.17). Such bridge implants have 
shown promise in dogs and rats. As scientists learn more 
about the inflammatory chemicals that hinder nerve 
growth and the factors that stimulate it, it may be possi-
ble to use such molecules to minimize scar tissue forma-
tion, reduce damage caused by scar tissue to supporting 
cells called glial cells, block growth inhibitor molecules, 
and stimulate neuron regeneration at the same time.

organ transplantation
Organ transplantation can and does save lives. Approxi-
mately 8 million surgeries related to tissue damage and 
organ failure are performed in the United States each 
year, but about 4,000 people also die each year while 
waiting for an organ transplant. At least 100,000 people 
die each year without ever qualifying to be on a waiting 
list. Well over $400 billion is spent on organ failure and 
tissue-related health care costs in the United States. This 
number represents nearly half of the nation’s health 
care bill.

Autografting—that is, the transplantation of a 
patient’s own tissue from one region of the body to 
another—can alleviate some transplantation problems. 
For example, coronary artery bypass operations involve 
removing segments of a vein from the patient’s leg and 
connecting it surgically to arteries in the heart as a 
bypass around obstructed vessels. But if a patient needs 
a heart or a liver transplant, another person who can 
donate an organ for the recipient must be found. Even 
when a human donor who appears to be a match is 
found, organ rejection is a major problem. Rejection 
typically occurs when the recipient’s immune system 
recognizes that the donor organ is foreign. Matching 
organs for transplantation involves tissue typing to 
check if a donor organ is compatible for a recipient.

Figure 11.17 Bridging the gap In many types of spinal 
cord injuries, a gap occurs when the spinal cord is severed. This 
blocks electrical transmission of nerve impulses and can result 
in paralysis and the loss of body sensations such as tempera-
ture, pain, and touch. One experimental strategy for repairing 
spinal cord injuries involves implanting fetal neurons into the 
severed area of the spinal cord to create a bridge between nor-
mal neurons. Scientists are using this strategy in combination 
with antibodies that may block chemicals that inhibit spinal 
cord repair and growth factors that can stimulate neuron regen-
eration in an effort to bridge the gap in spinal cord injuries.
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Cellular therapeutics
Cellular therapeutics involves using cells, instead of 
whole tissues or organs, to replace defective tissues or 
to deliver important biological molecules. One alterna-
tive for avoiding organ rejection of transplants is to use 
living cells that have been encapsulated into tiny plastic 
beads or tubes called biocapsules or microcapsules. 
Biocapsules may also contain genetically engineered 
cells designed to produce therapeutic molecules such 
as recombinant proteins.

Biocapsules have tiny holes in their walls, making 
them permeable to nutrient exchange and allowing 
molecules produced by the encapsulated cells to escape 
from the capsule and enter the bloodstream or sur-
rounding tissues (Figure 11.19 on the next page). For 
instance, capsules containing insulin-producing cells 
(beta cells) from the pancreas, implanted in patients 
with type I diabetes, would produce insulin that could 
travel out of the capsule into the bloodstream of the 
patient to all body organs requiring insulin. Another 
important feature of biocapsules is that they protect 
cells from being attacked by the recipient’s immune 
system by hiding them within capsules, where immune 
cells and antibodies cannot reach and destroy them. 
Although not a permanent cure, biocapsules can pro-
vide lasting release of molecules into the body. This 
approach would likely require that biocapsules be 
changed every few months; however, in the case of 
diabetes, this might be a better alternative than daily 
injections of insulin.

sive drugs to weaken the recipient’s immune system 
and minimize organ rejection. Most transplant recipi-
ents must use immunosuppressive drugs for the rest of 
their lives. One obvious problem with this approach is 
that patients on immunosuppressive drugs can and do 
develop infections, which, because of their weakened 
immune systems, can be life-threatening. The lack of 
sufficient human organ donors and the problem of 
organ rejection are major reasons why scientists are 
looking at other ways to provide donor organs.

Xenotransplantation—the transfer of organs 
from different species—may one day become a viable 
alternative to human-to-human organ donation, thus 
helping relieve the tremendous need for human donor 
organs. Baboons were once considered the animal of 
choice for providing organs to human recipients. The 
first animal-to-human organ transplant in a child, car-
ried out in 1984 by doctors at Loma Linda University 
Medical Center in California, involved transplanting a 
baboon heart into Baby Fae, a 12-day-old girl. Baby 
Fae lived with the baboon heart for 3 weeks before she 
died of complications related to organ rejection. Simi-
lar transplants have been performed without great 
success. Although baboons and other primates may 
still be candidates for providing organs, many groups 
are choosing to investigate the potential of using pigs 
as organ sources. Pigs may be a good choice because 
they are plentiful, easy to breed, and relatively inex-
pensive. Many pig organs are also similar in function 
and size to human organs. Progress on using pig organs 
for transplantation in humans has been slowed by 
concerns that viruses may be transmitted from pigs to 
humans, causing the transplanted organs to be rejected 
and creating other health problems.

Transplantation scientists have combined molecular 
techniques and transplantation technologies to produce 
cloned pigs that may help overcome current fears of 
organ rejection and viral disease transmission. Research-
ers at the University of Missouri have created cloned pig-
lets that lack a key gene called GGTA1 (ß-1, 3-galactosyl-
transferase). GGTA1 produces a sugar on the surface of 
pig tissues, which, when transplanted into a human, 
would be recognized as a foreign antigen, leading to 
antibody production and rejection of the organ. The 
GGTA1 knockout pigs were cloned using the nuclear 
transfer cloning techniques discussed in Chapter 7. Cre-
ating GGTA1 knockout pigs may be a way to generate 
pigs that could produce organs for transplantation that 
the human immune system may not recognize as for-
eign (Figure 11.18).

Xenotransplantation does not always have to 
involve the transfer of a whole organ, as you will learn 
in the next section. Scientists are working hard to 
develop ways to deliver small clusters of cells as a tech-
nique for cell and tissue transplantation.

Figure 11.18 pigs Could potentially save the Lives of 
patients Waiting for a transplant These piglets have been 
engineered to lack a sugar-producing gene that causes human 
bodies to reject pig organs, potentially providing a source of 
rejection-free pig organs.
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Figure 11.19 Biocapsules Encapsulated cells may provide 
valuable ways to deliver therapeutic molecules. Cells in the bio-
capsule are protected from attack by immune cells and antibod-
ies of the host. At the same time, biocapsules allow molecules 
produced by the cells to leave the capsule and provide thera-
peutic benefits for the host. This figure illustrates how insulin-
producing cells could be used to provide a patient with diabe-
tes with a source of insulin.
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tissue engineering
Whether you pay $30,000 or $300 for your first car, 
one thing is certain: over time parts will wear out and 
break. A trip to the local mechanic can repair and 
replace some car parts, but eventually the car wears 
out to the point of no return, and it is time to buy 
another car. Wear and tear on human body parts also 
take their toll. Over time, organs do not work as well 
as they should; in some cases, an organ may stop func-
tioning altogether. Even if a person lives a relatively 
healthy life, the wear and tear of aging or a sudden 
event such as a stroke or heart attack will lead to a 
decline in organ function and perhaps organ failure. 
But our bodies are not like cars: we cannot go to a 
warehouse of body parts for replacements.

In the future, however, the emerging science of 
tissue engineering may provide tissues and organs 
that can be used to replace damaged or diseased tissues. 
This small but growing industry—there are over 60 
biotechnology companies involved in tissue engineer-
ing in the United States alone and experts predict 
that the field will grow by 50% in the next decade—
is actively involved in research to engineer human 
tissues and organs as replacements for worn out and 
damaged tissues. As we age, we outlive the func-
tional abilities of our organs. It has been estimated 
that roughly 20% of people over the age of 65 in 
developing nations will benefit from some type of 

tissue engineering application in their lifetimes. Tis-
sue engineering and regenerative medicine approaches 
are also predicted to lead to substantial cost savings 
for care of chronic diseases such as congestive heart 
failure and diabetes. In the case of congestive heart 
failure, if regenerated heart tissues restored cardiac 
function for even a small percentage of individuals, 
cost savings could be several billion dollars annually 
worldwide.

Tissue engineering scientists often begin by 
designing and constructing a biomaterial framework 
or scaffold made of biological substances such as cal-
cium, collagen, a polysaccharide called alginate, or 
biodegradable materials (Figure 11.20a). The scaffold 
is shaped as a mold of the tissue or organ to be made, 
and its purpose is to create a three-dimensional frame-
work onto which cells are placed. Growing human 
cells on the scaffolding is called seeding because the 
cells literally act as “seeds” to create more cells that 
will grow over the scaffold. Scaffolds seeded with cells 
are bathed in a nutrient-rich medium and, over time, 
cell layers build up over the scaffolding material to 
assume the shape of the scaffold. Engineered sheets of 
human skin have already proven useful for treating 
severe burn victims who have lost substantial portions 
of their skin, a very painful and life-threatening con-
dition. Sheets of skin grafts have proven to be success-
ful organs grown by tissue engineering. Engineered 
bone structures for healing bone fractures have also 
worked fairly well. Scaffolding to engineer teeth and 
blood vessels has shown promise, and many products 
of tissue engineering are FDA-approved and being 
used to treat patients or in clinical trials.

In the 1990s, tissue engineering pioneer Charles 
Vacanti and colleagues made headlines around the 
world when they revealed a mouse with an engineered 
ear growing on its back. In this example, a biodegrad-
able scaffold in the shape of an outer ear was attached 
to a mouse and then seeded with cartilage cells from 
cows. The cartilage cells infiltrated the scaffolding and 
produced cartilage as they grew; then, as the scaffold-
ing degraded, the cartilage developed enough strength 
to support itself. The human ear–looking tissue was 
never transplanted onto a human. Because it was made 
of cow cells, it would have been rejected by the human 
immune system. Also, this tissue was just the outer ear 
without the inner ear structures that actually detect 
sound, but it provided strong evidence that tissue engi-
neering could work.

Creating large and complex organs such as the liver, 
heart, and kidney has proven to be much more difficult, 
although fetal tissue has been used to grow a rudimen-
tary kidney in rats that was able to produce a urine-like 
fluid. At least two phase II clinical trials are under way 
in which human bladders were created using tissue 
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senescence—which eventually leads to cell death. A 
cell’s life span is affected in part by telomeres.

Each time a cell divides, telomeres shorten slightly. 
This occurs because of a basic flaw that prevents DNA 
polymerase from completely copying the ends of both 
strands of a DNA molecule. In many ways, telomeres 
serve as a biological clock for counting down cell 
divisions leading to senescence and cell death. Telo-
meres shorten, and senescence occurs until the cell can 
no longer divide. If there are multiple copies of the 
TTAGGG repeats at the ends of chromosomes, cells can 
lose this DNA without the loss of precious gene sequences. 
Eventually loss of repeat sequences produces a critical loss 
of DNA, so cells no longer divide (Figure 11.21 on the 
next page).

Scientists have long known that many cancer cells 
can divide indefinitely—a property called immortality. 
One way in which cancer cells achieve immortality is 
through the actions of an enzyme called telomerase. 
It repairs telomere length at the ends of chromosomes 
by adding DNA nucleotides to cap the telomere after 
each round of cell division. Telomerase is not active in 
normal cells but is active in over 90% of human can-
cers. By preventing telomere shortening, telomerase 
activity is a major reason why cancer cells can divide 
indefinitely. In fact, biologists call cancer cells immortal 
because of their ability to avoid senescence indefinitely.

Telomere shortening is involved in the aging 
process—in the aches and pains, wrinkles, arthritis, 
gray hair, and other symptoms humans experience as 
we age. Telomerase is not a “fountain of youth” cure 
for the effects of old age. Aging and cancer are far more 
complex processes that involve many proteins, not just 
telomerase. Although high levels of telomerase are 
found in almost every human cancer cell, telomerase 
itself does not cause cancer. Telomerase in combination 
with genetic mutations in genes that control cell divi-
sion can create immortal cells that avoid senescence. 
Overproduction of telomerase often correlates with the 
aggressive growth of tumors. Researchers are working 
on cancer treatment strategies such as telomerase pep-
tide vaccines to inhibit telomerase and stop cancer cells 
from dividing. Also, two companies have recently pro-
duced tests to measure the length of one’s telomeres as 
an indicator of health status, although the diagnostic 
and predictive values of such tests are being debated.

From a tissue engineering perspective, scientists are 
investigating how introducing telomerase genes into 
cultured human cells can allow them to produce nor-
mal human cells that display immortality. If these efforts 
are successful, immortal human cells could be valuable 
in treating individuals with age-related disorders rang-
ing from arthritis to neurodegenerative diseases. Such 
cells could also be used in many other ways, as for pro-
viding skin cells for healing bedsores and ulcers and 

biopsies from patients’ bladders to seed scaffolding and 
produce new bladders (Figure 11.20b). The field of tis-
sue engineering is in its infancy. But progress is advanc-
ing at an incredibly rapid rate and, as discussed in the 
next section, applications involving stem cells are add-
ing to this progress, and there is every reason to expect 
that engineered organs will become a reality.

the telomere story
In normal human cells, the ends of chromosomes con-
tain sequences of DNA nucleotides called telomeres. 
Telomeres are usually 8,000 to 12,000 bp units of the 
repeating sequence 5’-TTAGGG-3’. Think of these as 
the plastic tabs at the ends of shoelaces that prevent 
the laces from unraveling, a sort of chromosome “cap.” 
Normal cells have a limited ability to proliferate. Most 
human body cells can divide a maximum of 50 to 90 
times before they show signs of aging—a process called 

Figure 11.20 tissue engineering (a) An example of colla-
gen scaffolding used to engineer tissues. (b) A urinary bladder 
created from stem cells.
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Figure 11.21 telomere shortening Leads to Cell Aging Telomeres shorten with 
each round of DNA replication. Eventually telomere shortening leads to cell senescence and 
death. Through mutations that affect the functions of different genes and expression of 
the enzyme telomerase, cancer cells can divide indefinitely and avoid senescence. Telomer-
ase plays a role in this process by continually filling in telomere sequences to prevent 
them from shortening during cell division.
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treating patients with late-onset blindness, and muscu-
lar dystrophy. In the future, the technology might even 
be available to remove a patient’s aging cells, introduce 
telomerase genes to these cells to extend the patient’s 
life, and then return the cells to the patient. Some of 
this work could be done in combination with stem cells, 
which are perhaps the hottest and most controversial 
topic in medical biotechnology today.

stem Cells
The tremendous promise and controversy surrounding 
stem cells has made stem cell research and related top-
ics regular themes of front-page news items and TV 
headlines. Stem cells evoke emotional and controver-
sial responses from scientists, clergy, politicians, and 
the general public. Among some people, the isolation 
and use of these cells engenders excitement, fear, 
anger, and a range of other emotions.

What are stem cells?
As you will soon learn, there are many different types of 
stem cells; but in general all stem cells have two basic 
characteristics that set them apart from other cell types: 
self-renewal and differentiation into specialized cells:

■ Self-renewal: Stem cells grow and divide (prolifer-
ate) indefinitely by mitosis to create populations 
of identical stem cells.

■ Differentiation: This is a complex process involv-
ing many genes that must be activated and 
silenced, and differentiating cells rely on chemical 
signals such as growth factors and hormones from 
other cells to help them change. Stem cells are 
special because they can eventually differentiate 
to form all of the more than 200 cell types that 
make up the human body. Stem cells are called 
pluripotent because they have the potential to 
develop into a variety of different types.

To understand what stem cells are, we must look 
briefly at the development of the human embryo. 
We do this by considering how in vitro fertiliza-
tion (IVF) is carried out. IVF first gained public 
attention in 1978 when Louise Brown, the first test 
tube baby, was born. To create a child by IVF, sperm 
and egg from donor parents are mixed together in a 
culture dish to produce an embryo. After several 
days of division, the embryo is surgically implanted 
in the uterus of a woman, usually the egg donor, 
who has been treated with hormones to prepare her 
uterus for implantation. When a couple agrees to 
undergo IVF, several embryos are usually created, 
but often only one is implanted during each proce-
dure. The remaining embryos are frozen for future 
use as needed. Potentially, the leftover embryos can 
be a source of human embryonic stem cells 
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hESCs from rhesus monkeys 2 years earlier. Also in 
1998, John Gearhart and colleagues at Johns Hopkins 
University isolated embryonic germ cells, primitive 
cells that form the gametes—sperm and egg cells—
from human fetal tissue and demonstrated that these 
cells could develop into different cell types. These dis-
coveries followed the work of other scientists who had 
isolated stem cells in species such as mice, pigs, cows, 
rabbits, and sheep. In fact, stem cell researchers credit 
much of what is now known about isolating hESCs 
from pioneering work initiated in mice in the 1980s—
another outstanding example of how model organisms 
contribute greatly to the advancement of science.

Human ESCs avoid senescence and show no signs 
of aging, in part because they express high levels of 
telomerase. Several groups have maintained stem cells 
for over 3 years and over 600 rounds of division with-
out apparent problems. Cultured cells such as these, 
which can be maintained and grown successively, are 
called cell lines. Stem cells also grow rapidly and can 
be frozen for long periods of time and still retain their 
properties. Under the right conditions, when they are 
stimulated with different molecules including hormones 
and substances called growth factors, stem cell lines 

(hESCs), but they are also the source of a great deal 
of controversy.

An embryo goes through a predictable series of 
developmental stages (Figure 11.22). After an egg cell 
is fertilized, it is called a zygote. The zygote divides rap-
idly and, after 3 to 5 days, first forms a compact ball of 
about 12 cells called a morula, meaning “little mul-
berry.” Around 5 to 7 days after fertilization, the embryo 
consists of a small hollow cluster of approximately 100 
cells called a blastocyst. The blastocyst is approxi-
mately one-seventh of a millimeter in diameter. It con-
tains an outer row of single cells called the trophoblast; 
this layer develops to form part of the placenta, which 
nourishes the developing embryo. The area of cells of 
primary interest to stem cell biologists is a small cluster 
of around 30 cells tucked inside the blastocyst, which 
form a structure known as the inner cell mass, the 
source of hESCs (Figure 11.22).

Cells of the inner cell mass develop to form the 
embryo itself. Stem cells in the inner cell mass have 
the ability to undergo differentiation. Successful isola-
tion and culture of the first hESCs from a human blas-
tocyst was reported in 1998 by James Thomson of the 
University of Wisconsin at Madison who had cultured 

Figure 11.22 isolating and 
Culturing human embryonic 
stem Cells (hesCs) Cells isolated 
from the inner cell mass of human 
embryos can be grown in culture 
as a source of hESCs. Under the 
proper growth conditions, hESCs 
can be stimulated to differentiate 
into virtually any cell type in the 
body.
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can be coaxed to differentiate into different types of 
cells. This directed differentiation of stem cells into specific 
differentiated cells of interest is key to creating tissues 
for regenerative medicine applications. A major focus 
of stem cell research is experimentation to determine 
what controls the pluripotency of stem cells and to 
identify the factors that stimulate their differentiation 
into discrete cell types. These signals include substances 
called growth factors, hormones, and peptides, which 
stimulate differentiation in tissue-specific ways.

For example, signaling systems that involve trans-
forming growth factor-ß (TGF-ß), bone morphoge-
netic proteins (BMPs), and other growth differentia-
tion factors act on a gene for a transcription factor 
called Nanog. NANOG is one key protein that main-
tains hESCs in an undifferentiated pluripotent state. 
Once stem cells are produced and isolated, scientists 
use a number of tests to determine their pluripotency. 
In the laboratory under the proper culturing condi-
tions, ESCs from humans, mice, rats, primates, and 
other species have been shown to differentiate into a 
myriad of cells including skin cells; brain cells (both 
neurons and glial cells, which support, nourish, and 
protect neurons); cartilage (chondrocytes); spermato-
zoa; osteoblasts (bone-forming cells); liver cells (hepa-
tocytes); insulin-secreting pancreatic beta cells; muscle 
cells including smooth muscle, which forms the walls 
of blood vessels; skeletal muscle cells, which form the 
muscles that attach to and move the skeleton; and 
cardiac muscle cells (myocytes), which form the mus-
cular walls of the heart. How do researchers obtain 
hESCs? hESCs for research purposes are derived from 
the blastocysts of embryos that are no longer needed 
for IVF or from human embryos created by IVF from 
sperm and egg cells donated in order to provide 
embryos for research purposes. Typically, leftover 
blastocysts would either be destroyed or frozen indefi-
nitely, but with the consent of the couple who pro-
vided the sperm and egg, they can be used to derive 
hESCs, as described in Figure 11.22. In U.S. fertility 
clinics alone, an estimated 400,000 frozen unused 
embryos and several thousand eggs are discarded 
annually.

other sources of stem Cells
Research on hESCs is very controversial because of 
their source—an early embryo. Scientists have discov-
ered adult-derived stem cells (ASCs), cells that 
reside in mature adult tissue and could be cultured 
and differentiated to produce other cell types. ASCs 
appear in very small numbers, and although they have 
been isolated from the heart, brain, intestine, hair, 
skin, pancreas, bone marrow, fat, mammary glands, 
teeth, muscle, and blood, they have not yet been dis-
covered in all adult tissues.

Opponents of hESC research often claim that ASCs 
are a more acceptable alternative than using hESCs 
because isolating ASCs does not require the destruction 
of an embryo. ASCs can be harvested from people by 
fine-needle biopsy, through a thin diameter needle 
inserted into muscle or bone tissue. It may even be pos-
sible to isolate ASCs from cadavers. We also know that 
ASCs are present in fat (adipose) tissue, which could 
potentially be an outstanding source of stem cells, espe-
cially if you consider that over 500,000 L of fat tissue 
collected by liposuction and other cosmetic surgery 
techniques are discarded in the United States each year.

Experiments have shown that ASCs from one tis-
sue can differentiate into another different specialized 
cell type. For instance, an ASC isolated from muscle 
tissue could be used to develop into a blood cell. But 
other studies have demonstrated that ASCs may not 
be as pluripotent as hESCs. Much more research is 
required to determine whether ASCs can be as valu-
able as hESCs might be.

Stem cells can be isolated from human amniotic 
fluid, the protective fluid that surrounds a developing 
fetus. In the lab, these amniotic fluid–derived stem 
cells (AFSs) have been coaxed to become neurons, 
muscle cells, adipocytes, bone, blood vessels, and liver 
cells. It is not entirely clear whether these cells are 
truly different from hESCs or ASCs; but if so, they may 
be a key breakthrough in stem cell technologies.

Cancer stem cells (CSCs), also called tumor-
initiating cells, have been identified and implicated in 
the development of cancers, tumor progression, tumor 
metastasis, and the recurrence of cancers. Like normal 
stem cells, CSCs can self-renew and differentiate to 
form the tissues from which they were derived. Cer-
tain CSCs grow slowly in clusters or niches within a tis-
sue. It is not clear what properties CSCs may have 
besides the ability to form a tumor. Researchers are 
also not sure whether CSCs are derived from normal 
cells or if they are involved in cancer tumor resistance 
to chemotherapies, but these cells are a focus of 
intense research and potential therapeutic treatments 
for the treatment of cancers.

Creating stem cells by nuclear reprogramming  
of somatic cells
Research on stem cell biology is an extremely active 
field. A primary focus continues to be alternative 
approaches for producing pluripotent stem cells 
without destroying an embryo. One of the most prom-
ising new approaches for doing this involves a tech-
nique called nuclear reprogramming of somatic 
cells. The basic concept of this approach is to use genes 
involved in cell development to push a somatic cell 
back to an earlier stage of development and affect gene 
expression and thus to reprogram the somatic cell 
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demonstrated that iPSCs can differentiate into other cell 
types including neural cells and cardiac muscle cells. 
Nuclear reprogramming may be a way to generate 
patient-specific iPSCs without the need for an embryo 
and hESCs. iPSCs have been successfully derived by 
reprogramming human skin cells from patients. Repro-
grammed skin cells taken from the face of a 36-year-old 
woman, connective tissue cells from the joints of a 
69-year-old man, and skin cells from the foreskin of a 
newborn boy are examples. iPSCs have also been pro-
duced without using the c-myc gene. This is a potentially 
important advance because c-myc is a known oncogene.

Stem cells derived in this way could be used for 
patient-specific cell therapies. In addition, with iPSC 
technologies, it is theoretically possible to create disease-
specific stem cells from individual patients. For exam-
ple, one could take a tissue biopsy, such as skin, from a 
person with a particular disease and reprogram those 
cells into stem cells that could then be used to create cell 
types for combating the disease. Patient-specific iPSCs 
could be used for cell-based therapies without the risk 
of immune rejection. But even the most optimistic iPSC 
researchers believe that such cell therapies will not be 
ready for at least another decade or more.

Scientists are also very excited about how repro-
grammed cells from patients can be used to study “dis-
eases in a dish.” Cultured reprogrammed cells from dis-
eased patients are being studied to help scientists better 
understand human disease progression and disease pro-
cesses. They are also being utilized for drug screening 
tests in order to determine the effectiveness of potential 

genetically to return to a pluripotent state characteris-
tic of the stem cells from which it was derived. It was 
previously thought that once cells differentiated to 
become specific, specialized cell types, for example a 
skin cell, that their differentiation fate was irreversible. 
But we now know that this is not the case. One of the 
first successful reprogramming techniques involved 
fusing hESCs with skin cells called fibroblasts. The 
hybrid cells generated in this way displayed several 
properties of hESCs both in vitro and in vivo.

There are several different approaches to nuclear 
reprogramming, and these are being heralded as a revo-
lution in stem cell research. One approach has involved 
using retroviruses to deliver four transgenes—OCT3/4, 
SOX2, c-MYC, and KLF4—into fibroblasts (Figure 11.23). 
Expression of these four genes, which encode transcrip-
tion factors involved in cell development, “reprograms” 
the fibroblasts back to an earlier stage of differentiation. 
Such reprogrammed cells are called induced pluripotent 
stem cells (iPSCs). iPSCs demonstrate many properties 
of hESCs, such as self-renewal and pluripotency, and 
appear to be indistinguishable from hESCs. iPSCs have 
been produced from human, mouse, rat, pig and mon-
key cells. Subsequently a cocktail of RNA molecules for 
the four genes described above has also been used to 
create iPSCs from somatic cells. Also, human neural 
stem cells have been reprogrammed to iPSCs by intro-
ducing only OCT4.

These iPSCs express genes such as Nanog and Oct, 
which are characteristic markers known to be expressed 
in undifferentiated hESCs. Other experiments have also 

Figure 11.23 nuclear reprogramming of somatic Cells to produce induced 
pluripotent stem Cells The introduction of four transcription factor genes (Oct3/4, 
Sox2, c-myc, Klf4) into mouse fibroblasts results in the formation of induced pluripotent 
stem cells (iPSCs). Invariably a number of these cells are defective in reprogramming and 
must be selected out during culture. They must also be selected for the expression of 
endogenous marker genes (such as Nanog and Oct) known to be expressed in pluripotent 
stem cells.
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unproven. Here we consider some of the most promis-
ing examples of stem cell applications to date. Patients 
with leukemia frequently require chemotherapy or 
radiation treatment to destroy defective white blood 
cells. As a result, the patient’s immune system is 
greatly weakened. Leukemia treatments may also 
involve blood transfusions to replace white blood cells 
and red blood cells damaged by chemotherapy. The 
use of stem cells to make white blood cells has already 
become an effective way to treat leukemia. Stem cells 
from umbilical cord blood have also been used to pro-
vide red blood cells for patients with sickle cell disease 
and those with other blood deficiencies. The isolation 
of stem cells from cord blood is becoming so popular 
that, in many U.S. states, parents can opt to pay to 
have cord blood stem cells frozen indefinitely should 
their child need them at some time in the future.

So far there have been a number of promising 
results in animal models as well as in human clinical tri-
als using stem cells for tissue repair. For example, stem 
cells from fat have been used to form bone tissue in the 
human skull. The repair of heart tissue has shown 
strong potential. Stem cells might be used to replace 
dead and dying cells following trauma, such as a heart 

drug treatments for diseased cells. Labs around the world 
are making iPSCs from patients with a disease and dif-
ferentiating these cells to become the tissues affected by 
a particular disease so that these diseases can be modeled 
in vitro and cells can be used for drug treatments.

On the surface, iPSCs circumvent some of the legal 
and ethical controversies associated with hESCs. But 
as promising as iPSCs are, there are challenges associ-
ated with them that will have to be addressed. For 
example, scientists still do not fully understand how 
pluripotent iPSCs may be and how to best control the 
potency of these cells. In addition, iPSCs:

■ Are relatively inefficient to produce (only about 
one in 1000 somatic cells exposed to most repro-
gramming approaches becomes an iPSC)

■ Require constant feeding to maintain viable cells 
lines

■ Show low viability compared with other cell types 
once they have been stored frozen

■ Can be prone to forming tumors

■ Occasionally show spontaneous differentiation 
into mature cell types when in culture

■ Can sometimes be difficult to use for directing dif-
ferentiation into particular cell types

Research with iPSCs is progressing at an astonishing 
and exciting pace as scientists work to better understand 
the properties and capabilities of these cells. Promising 
results demonstrate that nuclear reprogramming may 
be a potentially viable way to generate person-specific 
stem cells without the need for an embryo. Watch for 
exciting new developments in the next few years 
involving nuclear reprogramming and iPSCs.

potential applications of stem cells
The CDC’s National Center for Human Statistics indi-
cates that approximately 3,000 Americans die every day 
from diseases that may one day be treated by stem cell 
technologies. In the future, stem cell research may affect 
the lives of millions of people throughout the world.

There are many potential applications for stem 
cells—from growing healthy tissues, to studying them 
to understand and treat birth defects, to genetic manip-
ulation for delivering genes in gene therapy approaches, 
to creating whole tissues in the laboratory using tissue 
engineering. Many scientists believe that stem cell 
technologies will play key roles in developing treatments 
for diseases such as stroke, heart disease, Parkinson dis-
ease, Alzheimer disease, Lou Gehrig disease, diabetes, 
and other conditions (refer to Table 11.2).

Potential and promise are frequently used words 
when stem cell applications are being discussed, but 
use of these cells for treating disease is still largely 

tABLe 11.2  steM CeLL–BAseD therApies  
MAY potentiALLY BeneFit MiLLions 
oF peopLe

 
Disease Condition

number of patients  
in the united states

Cardiovascular disease 58 million

Autoimmune diseases 30 million

Diabetes 16 million

Osteoporosis 10 million

Cancers (urinary bladder,  
prostate, ovarian, breast,  
brain, lung, and colorectal  
cancers; brain tumors)

8.2 million

Degenerative retinal disease 5.5 million

Phenylketonuria (PKU) 5.5 million

Severe combined immunodefi-
ciency (SCID)

0.3 million

Sickle cell disease 0.25 million

Neurodegenerative diseases 
(Alzheimer and Parkinson  
diseases)

0.15 million

Source: Adapted from Stem Cells and the Future of Regenerative 
Medicine, www.nap.edu/catalog/10195.html.

www.nap.edu/catalog/10195.html
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A potentially promising and innovative treatment 
using iPSCs to correct sickle cell anemia in mice has 
been demonstrated (Figure 11.25 on the next page). 
In this work, iPSCs were produced from skin cells of 
transgenic mice that express a mutated version of the 
human sickle cell hemoglobin gene and display sickle 
cell disease. These iPSCs were genetically engineered 
to correct the hemoglobin gene mutation. The cor-
rected iPSCs were then induced to form blood stem 
cells and transferred into donor sickle cell mice, which 
produced functional red blood cells that, in turn, cor-
rected the disease condition. This is an incredibly 
exciting result, combining aspects of both stem cell 
technologies and gene therapy.

Earlier in this chapter, we discussed problems 
faced by patients who suffer from spinal cord injuries. 
In the last few years, researchers have disproved a 
long-standing belief that the human brain and spinal 
cord cannot grow new neurons. Adult stem cells have 
been isolated from the human brain and used to make 
neurons in culture, and scientists have already dem-
onstrated that ESCs can be differentiated to form neu-
rons that can be injected into mice and rats to improve 
neural function in those with spinal cord injuries. 
Researchers at Johns Hopkins University have dem-
onstrated that human stem cell transplants can enable 
mice with paralyzed hind limbs to walk. These studies 
were carried out on mice that were paralyzed after 

attack. Heart attacks are a leading cause of death in the 
United States, killing nearly half a million people each 
year. The death of cardiac muscle cells weakens the 
heart and can prevent it from beating with the proper 
strength to maintain normal blood flow. Adult cardiac 
muscle cells do not repair themselves well. Several 
groups of researchers have injected adult stem cells 
from different sources into damaged areas of the mouse 
heart (Figure 11.24). These stem cells can develop into 
cardiac muscle cells, form electrical connections with 
healthy muscle cells, and improve heart function by 
over 35%. Researchers have reported improved pump-
ing efficiency in mice at least a year after treatment. A 
similar approach was used to transplant hESCs into the 
ventricular walls of damaged hearts in pigs and in 
humans involved in clinical trials. In both examples 
transplanted stem cells differentiated to form cardiac 
muscle cells, which restored a significant percentage of 
electrical activity and contractility to the damaged areas. 
One study used stem cells from human umbilical cord 
blood to improve cardiac function in rats.

Scientists are optimistic that this approach may 
someday work in humans. Consider this: in the future, 
a surgeon may order a few grams of cardiac muscle 
cells from a regenerative medicine lab to transplant 
into a heart attack patient in much the same way that 
surgeons routinely order blood from a blood bank for a 
transfusion during a surgical procedure.

Figure 11.24 repairing a Damaged 
heart with Adult Bone Marrow stem 
Cells Mouse adult bone marrow stem 
cells can be used to repair areas of the 
mouse heart damaged by a heart attack.

A heart attack was induced
in a female mouse, causing
damage (white area) to the
left ventricle of the heart.

Bone marrow cells 
were taken from an 
adult male mouse.

Stem cells were
isolated from the
bone marrow cells.

These stem cells were 
injected into the female’s 
damaged heart 3 to 5 hours 
after its heart attack.

A week or two afterward, the
injected cells helped regenerate 
part of the damaged
heart. The presence of a Y
chromosome identifies the 
male donor cells. 
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spread of the cells to other places in the body, nor can 
they control the differentiation of stem cells into tis-
sues other than those that were intended. Injected 
hESCs have formed tumors, including types of tumors 
called teratomas, which contain mixtures of differenti-
ated tissues such as teeth, bone, and hair, all in one 
tumor. Another problem is avoiding chromosomal 
abnormalities that are known to occur when stem cells 
differentiate. For example, alterations in chromosome 
number (trisomy 12, trisomy 17, and others) fre-
quently occur when stem cells differentiate. Patients in 
unregulated stem cell clinics in China, Thailand, 
Korea, Romania, and other countries have died as a 
direct result of complications after having received 
injections of stem cells.

It is important to recognize that the most effective 
and safe stem cell treatments in the future are likely to 
involve differentiating stem cells in vitro into desired cell 
and tissue types and then introducing those cells into a 
patient as appropriate instead of injecting them directly.

Other important questions to be answered are these:

■ Why do stem cells self-renew and maintain an 
undifferentiated state?

■ What factors trigger the division of stem cells?

■ What are the growth signals (chemical, genetic, 
environmental) that influence the differentiation 
of stem cells?

they were infected with a virus similar to the polio-
myelitis virus that causes polio. Recently, the Califor-
nia-based biotechnology company Geron Corporation 
received approval from the FDA for the first U.S. clini-
cal trial using hESCs to treat individuals with spinal 
cord injuries. There is still much work to be done in 
the field of spinal cord repair and regeneration, but 
researchers are optimistic that adult neural stem cell 
transplants may be ready for human clinical trials in 
the next 3 to 5 years, offering hope to the many indi-
viduals who are affected by spinal cord injuries.

Many fundamental questions about stem cells, 
however, must be answered before stem cell technol-
ogies can become viable treatment strategies. Cur-
rently studies that have used pluripotent stem cells of 
any source and introduced those into animals or 
patients have largely been plagued by problems. What 
do you think is the main issue here? The main prob-
lem is how to control the differentiation of pluripo-
tent stem cells into desired tissues of interest. For 
example, if the stem cells are injected into a tissue, say 
skeletal muscle, it is difficult to control how they will 
respond to differentiation cues in vivo. As a result, 
such cells often develop into many different and 
undesirable cell and tissue types other than the types 
that were intended.

When stem cells instead of differentiated adult tis-
sues are injected, scientists cannot fully control the 

Figure 11.25 A Mouse Model for Correcting sickle Cell Anemia using ipsCs

Donor mouse with sickle cell
anemia contains human βs allele

Transplant

Differentiate into
blood stem cells

Collect skin
cells

Reprogram into
iPSCs

Recovered
mouse

Genetically identical
iPSCs

Genetically corrected
iPSCs

Correct mutation

Removal of c-Myc
Replace βs allele

with βa allele

Oct4, Sox2, 
Klf4, c-Myc 
containing 

retroviruses



29911.4 The Potential of Regenerative Medicine

Prior to the development of iPSCs, therapeutic 
cloning was seen as a potential way to provide patient-
specific stem cells that could be used to treat disease 
without fear of immune rejection by the recipient 
because he or she was the original source of the cells. 
In theory, stem cells from a patient can also be used 
to create cell lines from humans with genetic diseases 
to provide scientists with unprecedented potential to 
study and learn more about human disease conditions. 
We say “in theory” because it has not been proven 
that therapeutic cloning in humans can work.

Many scientists do not like the term therapeutic 
cloning because it implies creating a human clone. Cre-
ating stem cells to treat human diseases is not the same 
as cloning a human being.

Most stem cell researchers prefer the term somatic 
cell nuclear transfer (SCNT) because nuclear transfer 
truly describes the biological processes taking place. 
Recall that we discussed the details of SCNT earlier 
(Chapter 7). For therapeutic cloning, the blastocyst 
would be used as a source of stem cells and then 
destroyed. For reproductive cloning, the blastocyst 
would be implanted in a woman’s uterus to allow it to 
grow and develop to form a baby, which would take 
the normal 9 months. Reproductive cloning by nuclear 
transfer is a very inefficient process at best. In the case 
of Dolly the sheep, it took 277 nuclear fusion attempts 
to produce only one successfully implanted embryo that 
developed completely and formed Dolly (Chapter 7). 
We will briefly discuss controversies surrounding the 
work of Dr. Woo Suk Hwang of Seoul National Univer-
sity (see “You Decide” on page 331; Chapter 13). 
Recall that Dr. Hwang had claimed to have cloned a 
human embryo by SCNT, but this work was proven to 
be fraudulent.

Many scientists think that reproductive cloning of 
humans is unethical, immoral, and scientifically unsafe; 
others think that it may be inevitable at least somewhere 
in the world. There have been several well-publicized 
announcements from a few private groups about their 
ongoing plans to produce humans by reproductive clon-
ing. These claims have generated much skepticism and 
have been widely disapproved and strongly denounced 
by most of the scientific community. At the time this book 
was printed, no definitive proof existed that a human has 
ever been cloned.

Regulations Governing Embryonic  
Stem Cell and Therapeutic Cloning in  
the United States
Although there are international guidelines on the 
ethical use of stem cells, there is currently no interna-
tional policy governing stem cell use. In the United 
States, the FDA has rules regarding the purity of stem 

■ What factors affect the integration of new tissues 
and cells into existing organs?

■ Can nuclear reprogramming of somatic cells or 
other approaches that do not require an embryo 
become reliable techniques for producing plu-
ripotent stem cells with the properties of hESCs?

■ Which diseases can be most effectively treated by 
stem cell technologies?

■ What strategies will be most effective for deliver-
ing stem cell treatments?

Answers to these and many other questions will 
help scientists and physicians in their quest to 
develop stem cell–based applications for treating 
human disease.

Cloning
We have discussed many types of cloning in this book. 
Remember that cloning refers to making a copy of 
something—a gene, a cell, or an entire organism. 
Recombinant DNA technology is used for gene clon-
ing. When bacteria or cultured cells divide in a petri 
dish or bioreactor, clones of cells are being produced. 
But clearly no aspect of cloning is as controversial as 
animal cloning. With the announcement of the cloning 
of Dolly the sheep in 1997, the world was immediately 
faced with the prospect that advances in biotechnology 
could lead to human cloning. Dolly’s creation gener-
ated a great increase in public awareness and addi-
tional discussion about cloning. In this section, we 
consider the scientific implications of human cloning 
applications.

Therapeutic Cloning and  
Reproductive Cloning
There are two main approaches to cloning: reproduc-
tive cloning and therapeutic cloning (Table 11.3). 
The intent of reproductive cloning is to create a baby. 
Dolly was the first of many mammals to be produced 
by reproductive cloning. Unlike reproductive cloning, 
therapeutic cloning provides stem cells that are a 
genetic match to a patient who requires a transplant. 
In therapeutic cloning, the chromosomes from a 
patient’s cell (for instance, skin cells) are injected into 
an enucleated egg—an egg that has had its nucleus 
removed—that is then stimulated to divide in culture 
to create an embryo (Figure 11.26 on the next page). 
The embryo produced will not be used to produce a 
child; instead, it will be grown for several days until it 
reaches the blastocyst stage so it can be used to har-
vest stem cells. Stem cells isolated from this embryo 
can be grown in culture and then introduced into the 
donor patient (Figure 11.26).
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for the purpose of isolating ESCs. This ban did provide 
for the use of federal funds for research on 78 cell lines 
that had already been established and were available 
through the NIH prior to this date.

However, only 21 of these lines became available 
for research, and many of the lines turned out to be far 
less valuable than initially believed. Some failed to 

cells and their applications in clinical trials and medical 
products. Shortly after hESCs were first isolated in the 
United States, the National Bioethics Advisory Com-
mittee and the National Institutes of Health (NIH) 
began working on guidelines for hESCs research. On 
August 9, 2001, President George W. Bush announced 
a ban on the use of federal funds to create an embryo 

Reproductive Cloning Therapeutic Cloning
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Figure 11.26 reproductive Cloning and therapeutic Cloning In reproductive 
cloning, the goal is to produce a cloned baby. In therapeutic cloning, stem cells that are 
genetically identical to the cells taken from a patient are produced to provide patient-
specific stem cell therapy. This photo shows a holding pipette (left side of egg) holding 
an egg while the nucleus is being removed with a glass micropipette (right).
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the NIH had released draft guidelines to allow federal 
funding for research on hESCs (but not for the use of 
federal funds to derive hESCs).

In late 2010, a District of Columbia federal 
judge ruling temporarily blocked President Obama’s 
2009 order to expand ESC funding based on a law-
suit ruling that the Obama order violated a previous 
law banning federal funding for research to destroy 
an embryo. This ruling created major turmoil for 
stem cell researchers relying on federal funding for 
their work and resulted in an injunction prohibiting 
the use of federal funds for hESC work, although it 
did allow work from funds previously awarded to 
continue. To demonstrate the impact of this ruling 
on U.S.-based companies in stem cell research, 
stock share prices for such companies dropped over 

grow without differentiating. Others showed genetic 
instability with abnormalities in chromosome number. 
Some lines were contaminated by mouse feeder cells 
(which were commonly used to provide key nutrients 
to growing stem cells in the early days of ESC work). 
Many scientists and stem cell advocacy groups fought 
hard to lift the ban on federal funding for the creation 
of new hESC lines.

In 2006 a bill to lift the ban on federal funding 
passed the Senate but was subsequently vetoed by 
President Bush. Congress tried again with a bill in 
2007 which was also quickly vetoed by President 
Bush. In March 2009 President Barack Obama issued 
an executive order to have the ban lifted and charged 
the NIH to develop guidelines for governing federal 
funding of ESC work within 4 months. By April 2009 

tABLe 11.3 CoMpArison oF steM CeLLs, therApeutiC CLoning, AnD reproDuCtiVe CLoning

 
embryonic  
stem Cells (esCs) 

 
Adult stem Cells  
(AsCs)

 
induced pluripotent 
stem Cells (ipsCs)

therapeutic Clon-
ing (somatic Cell 
nuclear transfer)

 
reproductive  
Cloning

Final or  
“end”  
product

Undifferentiated stem 
cells (isolated from fetal 
or embryonic tissue such 
as an embryo at the 
blastocyst stage) growing 
in culture

Undifferentiated 
stem cells (isolated 
from adult tissue 
such as bone marrow 
cells) growing in  
a culture dish

Undifferentiated stem 
cells created from 
somatic cells; may be 
patient-specific

Undifferentiated stem 
cells growing in a 
culture dish 
(obtained from the 
person who will also 
serve as the recipient 
of these cells)

“Cloned” human

Purpose/  
application

Source of stem cells for 
research and for treating 
human disease condi-
tions such as replacing 
diseased or injured tissue

Source of stem cells 
for research and for 
treating human dis-
ease conditions such 
as replacing diseased 
or injured tissue

Potential source of 
patient-specific stem 
cells for studying 
disease and for 
treating human  
disease conditions

Source of stem cells 
that are genetically 
matched to recipient 
for treating human 
disease conditions 
such as replacing 
diseased or injured 
tissue

Create, duplicate, 
or replace a 
human by produc-
ing an embryo for 
implantation, 
leading to the 
birth of a child

Embryo 
Required

Yes No No Yes Yes

Surrogate 
mother  
required

No No No No Yes

Human  
created

Depends on how one 
defines and embryo

No No Depends on how one 
defines and embryo

Yes

Time frame A few weeks of growth 
in culture

A few weeks of 
growth in culture

Weeks to months A few weeks of 
growth in culture

9 months, the 
duration of a nor-
mal biological 
pregnancy (after 
growth of the 
embryo in culture)
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You DeCiDe

stem Cell and Cloning Debates
Frequently, when science and 

medicine produce innovative discoveries, society is not 
prepared for the consequences of new technology. In 
1850, the development of anesthesia was considered very 
controversial. Many worried about unanticipated adverse 
reactions from anesthesia, and religious groups protested 
over “painless” childbirth based on scripture, suggest-
ing that Eve was to go forth from the Garden of Eden to 
deliver children in pain. Over 150 years later, few people 
dispute anesthesia as an important tool for complex 
surgeries and even routine procedures such as having a 
wisdom tooth extracted.

When recombinant DNA technology was first developed, 
there was great fear and speculation about what would 
result from such experiments (recall from Chapter 3 the 
Asilomar Conference to discuss the dangers of this work). 
Recombinant DNA technology has resulted in many in-
novative and safe products that have been used to treat 
more than 250 million people worldwide. Not unlike the 
anesthesia and recombinant DNA controversies, clergy, 
politicians, researchers, and the general public currently 
debate the merits of stem cells and cloning. At the root 
of these debates is the source of human stem cells, in 
particular hESCs and their potential uses and abuses. 
In large part, hESCs are controversial because of their 
source—the early human embryo. Knowing that hESCs 
may have enormous potential for treating and curing 
many devastating diseases and providing people with an 
opportunity for healthier, longer lives, what do you think 
about their use? ESCs are perhaps the most controversial 
scientific issue ever debated by the public and by politi-
cians. The range of questions surrounding stem cells and 
cloning is seemingly endless.

■ Is it acceptable to produce a human embryo for the 
sole purpose of destroying it for other uses?

■ Some fear that stem cells and cloning technologies 
will cause a great need for human eggs to support 
research. Is it acceptable to pay women to collect 
their eggs surgically?

■ What is the moral status of early embryos created by 
therapeutic cloning?

■ What rights does a cell donor have to stem cell lines 
or technologies created from cells they have donated? 
Should tissue donors share in the commercial poten-
tial and monetary awards of stem cell line created 
from their cells?

Some people believe that a person is formed at the 
moment an egg is fertilized, so they consider therapeu-

tic cloning the equivalent of killing a child deliberately 
for the benefit of another person. Others believe that 
the early embryo is a cluster of living cells with the  
potential for forming a person but the early embryo 
itself is not a human being.

■ Should we justify destroying embryos that 
are developed through in vitro fertilization 
approaches?

■ Why not use these embryos in an attempt to reduce 
pain and suffering in other humans?

Scientists define life in many ways. Biologists agree 
that the cluster of cells called the blastocyst is alive 
at the cellular level. Although all life forms deserve re-
spect, the blastocyst is not a person because it does not 
have limbs, a nervous system, organs, or other physical 
features of a human individual. So a major source of 
debate continues about whether we should assign moral 
status to human embryos and if so, at what stage.

■ Does the moral value of an embryo increase as it 
develops? Or is its moral value equal to that of a baby 
or adult? If an early embryo is deemed a living per-
son, then it has all the rights of other living persons. 
Consequently to destroy an embryo intentionally is 
immoral. Taxpaying citizens must decide how their 
money will be spent and what they believe is ethical, 
responsible, and safe research. The scientific estab-
lishment must share its knowledge to ensure that 
citizens make well-informed decisions on such topics 
as ESCs and cloning.

Human cloning is banned in the United States, but 
many countries have less restrictive policies. There is 
concern that severe restrictions on stem cell and clon-
ing research in the United States could create a “brain 
drain” in which top scientists in these fields will move to 
countries where cloning is legal. The biotechnology in-
dustry in the United States could suffer as a result. Many 
private companies took the lead in stem cell research, 
using private funding, and in many cases these compa-
nies moved research operations to states and countries 
that were most supportive of stem cell research.

Even if therapeutic cloning is eventually approved in 
the United States, will its acceptance make it more likely 
that people will accept reproductive cloning? Probably 
not. Therapeutic cloning, which is intended to be used 
to treat illness, is a very different issue than creating a 
new human. If creating iPSCs turns out to be a viable

Continued
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called “stem cell tourists,” patients desperate for a 
cure have been known to travel around the world 
for unproven stem cell treatments, and the num-
ber of individuals involved in this “tourism” con-
tinues to grow at an alarming rate. The European 
Union has laws similar to FDA regulations in the 
United States that govern stem cell usage. But it is 
clear that international regulations must be estab-
lished to govern safe applications of stem cells and 
avoid the fraudulent and tragic cases of their inap-
propriate and unethical use. Such abuses and the 
resulting tragedies will only impede progress and 
erode confidence in the legitimate treatments 
being developed.

MAKing A DiFFerenCe
In 1968, about 40 years before hESCs were isolated, physi-
cians performed the first successful bone marrow trans-
plant. Bone marrow contains ASCs, specifically hemato-
poietic stem cells, which can produce all of the different 
cell types present in blood. Since this first transplanta-
tion, bone marrow transplantation has become routine; it 
is commonly used to treat a variety of blood and bone 
marrow diseases, blood cancers such as leukemia, blood 
clotting disorders, and immune disorders of the blood-
stream. Many of these diseases were once thought to be 
incurable and, in the early days of bone marrow trans-
plants, there were many skeptics and many challenges to 
be overcome. In some ways research with hESCs and iPSCs 
is facing some of these same challenges and the future 
success of these technologies remains to be seen. In the 
United States alone, some 10,000 patients are treated by 
bone marrow transplants each year, and the success of 
such treatments is “making a difference” for many pa-
tients and their families.

8% when the ruling was first announced. The NIH 
was forced to order an immediate shutdown of 
hESC research by its investigators. By spring 2011, 
the U.S. Court of Appeals lifted the 2010 injunc-
tion, but it is likely this case will eventually go to 
the U.S. Supreme Court. Check the NIH website on 
stem cells, which is listed in the Companion Web-
site, for updates on current regulations and other 
resources.

Many private foundations are providing hundreds 
of millions of dollars for stem cell researchers, and 
several states have enacted legislation to create stem 
cell research institutes and provide state-funded sup-
port for ESC research. Some of the more active states 
include California (which in 2004 passed Proposition 
71 approving a budget of nearly $300 million in bonds 
and over $3 billion overall), New Jersey, Connecticut, 
Illinois, Maryland, and Wisconsin. Around the world, 
regulations vary on the production of new hESC lines 
and policies on therapeutic cloning. For instance, pro-
duction of new lines and therapeutic cloning is legal 
in the United Kingdom, Israel, South Korea, China, 
and Singapore. Therapeutic cloning is banned in Bra-
zil, Australia, and the European Union (although in 
member nations that allow it, hESCs can be derived 
from unused embryos from in vitro fertilization pro-
cedures).

Legitimate stem cell research centers have 
been established around the world in countries 
considered major powers as well as in many rela-
tively small countries (Belgium, Sweden, Turkey, 
Israel, Switzerland, etc.). But as mentioned earlier, 
many stem cell treatment clinics have also 
sprouted up around the world and patients desper-
ate for cures have taken to traveling to other 
countries seeking stem cell–based cures, which are 
often overhyped and promoted as successful despite 
baseless information and adverse side effects. Often 

way to produce stem cells, scientific and ethical debates 
about therapeutic cloning and the use of hESCs may 
become irrelevant because stem cells could be generated 
without an egg or embryo.

Various public opinion polls have reported mixed 
feedback from Americans about the use of hESCs. 
Recent polls indicate that the percentage of Americans 
who consider the use of hESCs morally acceptable has 
gradually increased from about 50% to 65% over the 
past 8 years. Generally, Americans expect the high-
est level of health care in the world. If scientists in 
another country use therapeutic cloning to produce 

treatments for Parkinson disease, Alzheimer disease, 
and others, how will the American public feel about 
not having access to such technologies? Some have 
even argued that reproductive cloning is a fundamental 
right of people living in the United States. How would 
you feel if you were part of an infertile couple who 
could not have a biologically related child any way 
other than through reproductive cloning? Are there 
proper and ethically acceptable applications of using 
early embryos and their stem cells? Can the same be 
said for cloning? 
You decide.
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Medical biotechnology offers an exciting 
range of potential career choices, primar-
ily in biotechnology and pharmaceutical 

companies. Courses in chemistry, cell biology, molecular 
biology, biochemistry, and bioinformatics are essential, 
but industry experts recommend that students interested 
in a career in medical biotechnology identify an area of 
interest and then gain life and work experience that will 
helps them fit in with a company’s needs. In particular, 
an internship or summer research experience at a local 
chemical, pharmaceutical, or biotechnology company is 
highly recommended.

If possible, get involved in a research project with 
a professor while you are an undergraduate student. 
Undergraduate research can provide invaluable opportuni-
ties for learning how to plan research projects, execute 
and troubleshoot experiments, and interpret data. Such 
research may even lead to a presentation at regional or 
national meetings—a great way to network and inter-
act with other scientists—or even a publication. Your 
research professor can also provide an essential reference 
to help you land your first job.

Hiring experts strongly recommend that students study 
companies of different sizes to get a feel for the type of 
work and size of company that appeals to them. Consider 
what you want to do, and then identify companies that 
intrigue you and whose needs match your interests and 
skills. Are you interested in drug discovery and develop-
ment, regenerative medicine and stem cell technologies, 
gene therapy, cancer research, aging research, surgical 
materials, genomics, or curing childhood diseases? Would 
you prefer a large company to a smaller, more personal-
ized company or even a biotechnology start-up company?

With the wealth of information available online, this 
is easier than ever. Most biotechnology companies have 
websites, and excellent links to these sites are presented 
in Chapter 1. On an interview, it can help to demonstrate 
a little background knowledge and a true interest in the 
company with which you would like to land a job.

There are many entry-level job opportunities in medical 
biotechnology for people with associate’s or bachelor’s 
degrees. Many start as laboratory technicians. In some 
companies, this position involves routine procedures 

such as preparing solutions and setting up materials for 
experiments, but individuals who show initiative are 
often given latitude to do more and to assume decision-
making responsibilities in research projects. Application 
scientists develop new products and procedures, often 
working directly at the lab bench conducting research. In 
some companies, however, application scientists may give 
on-site product demonstrations and present technical 
seminars to potential customers. Application scientists 
are also frequently involved in customer relations issues, 
teaching customers how to troubleshoot a product, inter-
pret data, and the like. Clinical scientists work together 
with physicians and research scientists to help carry out 
clinical trials for testing a new drug or medical product. 
Medical biotechnology companies also employ people 
who want to combine an interest in science with business 
skills through marketing and product sales positions.

The interview process at most biotechnology companies 
is very rigorous. Companies want people who are highly 
organized, systematic, and attentive to detail. Medical 
biotechnology research is a team effort. Good writing and 
communication skills are essential because you will be 
working with other people routinely and interacting in ver-
bal and written form. In addition, virtually every biotech-
nology and pharmaceutical company today seeks people 
with computer skills who can work together with teams of 
software engineers and information technology profession-
als to create new software with which to manage and store 
data, test hypotheses, and model molecular structures.

Industry insiders consistently point out that enthu-
siasm, an ability to take novel approaches to problem 
solving, and a commitment to professional growth are 
valuable tools that companies look for in potential 
employees. People who are eager and excited about the 
challenge of applying their skills in teamwork approaches 
to problem solving are highly desired. Even if a person’s 
educational background is not an exact match for a 
particular position, as is often the case, enthusiasm and a 
willingness to learn can determine whether the applicant 
is hired. Biotechnology companies seek people who want 
to make a difference—if you have a burning desire to use 
science to help improve human health, a career in medi-
cal biotechnology might be for you.

CAreer proFiLe

Career options in Medical Biotechnology
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 8. The use of federal funds for embryonic stem cell 
research has been highly controversial. Should 
taxpayers’ dollars be used for this research? 
Should there be restrictions on the kinds of 
research that may be supported by federal funds? 
Do you know if your state representatives in the 
U.S. House of Representatives support the use of 
federal funding for embryonic stem cell research? 
(see http://www.house.gov/internet)

 9. Describe two gene-silencing techniques and how 
they may be used for gene therapy.

 10. What is regenerative medicine? Describe potential 
ways in which tissue engineering may be used to 
treat disease?

 11. What are SNPs? How can SNPs be used to diag-
nose human genetic disease conditions?

 12. What genetic testing techniques would you use to 
detect single-gene defects? What techniques would 
you use to detect chromosomal defects such as 
abnormalities in chromosome number or structure?

Questions & ACtiVities

Answers can be found in Appendix 1.

 1. How can molecular biology techniques be used to 
identify genetic disease conditions in fetal or adult 
humans? Provide two examples.

 2. What is gene therapy? Explain the differences 
between ex vivo and in vivo gene therapy, and 
give an example of a human genetic disease 
treated by each approach. Provide two examples 
of how therapeutic genes can be delivered into 
cells, and discuss the challenges scientists face in 
making gene therapy an effective technique for 
treating human genetic disease conditions.

 3. Compare and contrast different types of stem 
cells, including embryonic stem cells, adult stem 
cells, amniotic stem cells, and induced pluripotent 
stem cells. Include an explanation of where each 
type of stem cell comes from and how each type 
can be isolated. Give two examples of how stem 
cells may be used to help treat human disease 
conditions.

 4. Compare and contrast therapeutic cloning and 
reproductive cloning by preparing a table listing 
the pros and cons of each technology.

 5. Define pharmacogenomics and explain how it 
may change health care in the future.

 6. Briefly describe how the Human Genome Project 
will lead to advances in medical biotechnology.

 7. Visit Clinical Trials.gov and search for MAb treat-
ments currently in clinical trials. Visit the Ameri-
can Society for Gene Therapy site to search for 
gene therapy clinical trials currently in progress.

Visit www.pearsonhighered.com/biotechnology
To download learning objectives, chapter summary, 
“Keeping Current” web links, glossary, flashcards, and 
jpegs of figures from this chapter.

http://www.house.gov/internet
www.pearsonhighered.com/biotechnology
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Biotechnology Regulations
After completing this chapter, you 
should be able to:

■ Describe the Animal and 
Plant Health Inspection 
Service (APHIS) and the U.S. 
Department of Agriculture’s 
permitting process, including the 
precautions that must be taken 
to prevent accidental release of 
bioengineered plants into the 
environment.

■ List the six criteria that must be 
met before a plant can be eligible 
for “notification” under APHIS 
guidelines.

■ Describe the role of the 
Environmental Protection Agency 
(EPA) in regulating biotechnology 
products.

■ Describe the role of the U.S. Food 
and Drug Administration (FDA) in 
regulating food and food additives 
produced using biotechnology.

■ Describe the FDA’s role in 
regulating pharmaceutical 
products, including phase testing.

■ Cite examples of the regulatory 
agencies’ ability to respond 
expeditiously to emerging 
situations.

■ Describe the function of patents in 
science and explain how patents 
encourage discovery.

■ Describe the circumstances 
in which DNA sequences are 
patentable.

12
C h A p t e R 

FDA Inspector at work. the FDA is one of the government agencies 
 responsible for evaluating the safety of biotech products.
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their main concern was to skip town with their profits 
before local authorities could catch on to the fact that 
most of these so-called medicines were scams. At the 
same time, many large companies were poisoning the 
environment—often without any real understanding 
of the long-term consequences of their actions. Even-
tually the government could no longer ignore threats 
to public safety from either small or large businesses; 
as a result, it established protective agencies. The new 
federal agencies were charged with overseeing the 
safety of food and medicine and protecting the envi-
ronment from polluters, and these agencies regulate 
those same industries today.

By the time biotechnology emerged as a field of 
research, a regulatory system to oversee the industry 
was already in place. The 1974 Asilomar Conference 
was a voluntary meeting to establish guidelines initiated 
by researchers themselves when some of those involved 
in gene transfer saw the potential for spread of disease 
genes if safeguards were not put in place The National 
Institutes of Health (NIH) was the first federal agency to 
assume regulatory responsibility over biotechnology. 
Among other things, the NIH published research guide-
lines for recombinant DNA techniques. Recall that the 
Recombinant DNA Advisory Committee of the NIH sets 
the guidelines for working with recombinant DNA and 
recombinant organisms in the laboratory (Chapter 3). 
The NIH continued to monitor and review all DNA 
research until 1984. At that point, it became clear that a 
different set of regulations was needed.

The government published the “Coordinated 
Framework for Regulation of Biotechnology,” in 1986, 
which made biotechnology research a joint responsi-
bility of the NIH, the USDA, and the EPA; it describes 
the federal system for evaluating products developed 
using modern biotechnology. This groundbreaking 
report proposed that biotechnology products should be 
regulated much as traditional products were. For 
example, bioengineered plants would be monitored by 
the same agencies that regulated other plants; bioengi-
neered drugs would fall under the same rules that 
applied to all other drugs. In essence, this report pro-
posed that biotechnology products would not pose 
regulatory or scientific issues that were substantially 
different from those posed by traditional products. This 
concept is central to understanding the regulation of 
biotechnology in the United States. The framework is 
based on health and safety laws developed to address 
specific product classes.

Three agencies are responsible for regulating most 
of the products that are the result of biotechnology: 
the U.S. Department of Agriculture (USDA), the Envi-
ronmental Protection Agency (EPA), and the U.S. 
Food and Drug Administration (FDA). The USDA 
makes sure that a given organism is safe to grow, the 

T   he use of a mislabeled drug or consumption of a  
   contaminated food can cause death. Medicines  
   and food are regulated by the government. These 

regulations have profound effects on the biotechnology 
industry, especially in the United States. It can take 
years to test a new drug to confirm its safety and effec-
tiveness; in the meantime, lives may be lost that the 
new drug might have saved. There is a cost if food must 
be discarded, just as there is a cost if agricultural produc-
tivity is diminished because potentially toxic herbicides 
are not used. Clearly, there is a conflict between 
 ensuring safety and reducing costs. New and innovative 
biotechnology products in medicine and agriculture 
promise benefits but also pose risks. When former Presi-
dent Bill Clinton and U.K. Prime Minister Tony Blair 
pledged to limit gene sequence patents by (among other 
things) sharing information gathered by researchers 
working on the Human Genome Project, panic spread 
in the biotech industry. Many applaud a restriction on 
the patenting of gene sequences because they argue that 
such patenting is morally unacceptable. At the heart of 
this debate is what it means for something to be “pat-
entable.” Your opinion about that may change once you 
have read about protections and patents in this chapter.

FoReCAstIng the FutuRe
Biotechnology pioneer Craig Venter (a primary contribu-
tor to the original human genome sequencing effort) has 
played a key role in establishing bioethical regulations for 
synthetic genomes in the industry. When the first gene 
transfer experiments occurred in the 1970s, society’s fear 
that “a genetic monster” would be created resulted in a 
voluntary moratorium of experiments until safeguards 
were established—safeguards that Venter requested in the 
1990s before his team transplanted a synthetic genome 
into a bacterium. Venter and other biotechnologists knew 
that without such safeguards, their experiments might also 
be stalled owing to society’s fears of genetic engineering. 
 Because of Venter’s initial efforts to establish safeguards 
and regulations, the results of his original experiments are 
being used as the basis for future work crucial to biotechnol-
ogy: a designed alga that can make new hydrocarbons from 
CO2 and be used in refineries, the speeding up of vaccine 
production, the cleanup of polluted water, and the produc-
tion of new food chemicals, for example. These experiments 
will undoubtedly lead to even more new federal regulations 
and protections, but the groundwork for experimentation 
coupled with safety regulations was laid in the 1970s.

12.1 the Regulatory Framework

During the nineteenth century in America, peddlers 
freely promoted their “patented” medicines, but often 
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Animal and plant health 
Inspection service
The Animal and Plant Health Inspection Service 
(APHIS) is the branch of the USDA responsible for 
protecting U.S. agriculture from pests and diseases. 
Because genetically engineered plants are potentially 
invasive, they are treated as plant pests and regulated 
by the agency under the requirements of the Federal 
Plant Pest Act. APHIS provides permits for developing 
and field testing genetically engineered plants. If an 
experimental organism poses a potential threat to pre-
existing agriculture, the agency makes certain that 
safeguards are in place.

AphIs Regulatory process
After a new plant has been engineered, APHIS requires 
several years of field trials to investigate issues such 
as disease resistance, drought tolerance, and reproduc-
tive rates. APHIS will not approve a field trial applica-
tion unless precautions are taken to prevent accidental 
cross-pollination. For example, trial planting sites for 

EPA makes certain that it is safe for the environment, 
and the FDA determines whether it is safe to consume 
(see Table 12.1). These three agencies cooperate to 
achieve their goals, and all are often involved in the 
oversight and regulation of a single biotechnology 
product. Even though bureaucracies are often depicted 
as slow to change and act, it is important to under-
stand that the regulatory process is constantly being 
refined to ensure that products, both bioengineered 
and traditional, are safe.

12.2  u.s. Department 
of  Agriculture

Created in 1862, the USDA has many functions related 
to the advancement and regulation of agriculture, 
including regulating plant pests, plants, and veterinary 
biologics. A biologic is broadly defined as any medical 
preparation made from living organisms or their prod-
ucts. Insulin and vaccines are examples of biologics.

tABle 12.1 pRImARy FeDeRAl RegulAtoRy AgenCIes In the unIteD stAtes

Regulatory oversight of Biotechnology products Agency product Regulated

U.S. Department of Agriculture Plants, plant pests (including microorganisms), animal 
 vaccines

Environmental Protection Agency Microbial/plant pesticides, other toxic substances, 
 microorganisms, animals producing toxic substances

U.S. Food and Drug Administration Food, animal feeds, food additives, human and animal drugs, 
human vaccines, medical devices, transgenic animals, 
 cosmetics

major laws that empower Federal Agencies to Regulate Biotechnology

law Agency

The Plant Protection Act USDA

The Meat Inspection Act USDA

The Poultry Products Inspection Act USDA

The Eggs Products Inspection Act USDA

The Virus Serum Toxin Act USDA

The Federal Insecticide, Fungicide, and Rodenticide Act EPA

The Toxic Substances Control Act EPA

The Food, Drug, and Cosmetics Act FDA, EPA

The Public Health Service Act FDA

The Dietary Supplement Health and Education Act FDA

The National Environmental Protection Act USDA, EPA, FDA

Source: www.fda.gov.

www.fda.gov
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present a real problem in the future. For instance, 
if the dandelion were presented as a new biotech-
nology plant, it would be rejected on the basis of 
its amazing success in propagation.

the AphIs notification process
An alternative system called notification is in 

place to fast-track some new agricultural products. Six 
criteria must be met before notification becomes an 
option.

 1. The new agricultural product must be one of 
only a limited number of eligible plant species. 
These species—including corn, cotton, potatoes, 
soybeans, tobacco, and tomatoes—have all been 
thoroughly studied in past trials, and most of their 
characteristics are well understood.

 2. The new genetic material must be confined to the 
nucleus of the new plant; it cannot be floating 

transgenic corn must be at least 1 mile away from 
fields where seed corn is grown and harvested. A 
25-foot perimeter of fallow (unplanted, tilled) land 
must surround the entire trial site. In some cases, the 
tassels at the ends of the ears of corn must be bagged 
to confine the pollen (as seen in Figure 12.1), and the 
tassels themselves must later be removed., Plants must 
not escape the trial site, which means that plants that 
naturally reseed must be destroyed and that no plants 
can be removed unless they are to be destroyed. The 
entire trial site is usually kept fallow for the season fol-
lowing the trial harvest. APHIS employees inspect the 
sites before, during, and after trials to make sure that 
all requirements are followed.

An example of this protection can be illustrated by 
the fact that in 2002, two growers in Iowa and 
Nebraska were required to destroy all the seed corn 
produced from fields where they had previously grown 
transgenic soybeans for protein (human antibody) 
extraction but did not remove a few “volunteer” plants 
that could have contaminated the subsequent seed 
corn crop (as required by the USDA). They were also 
fined $250,000 each for this infraction. The case illus-
trates that the regulators are watching and the regula-
tions are being enforced.

the AphIs approval process
Of course the ultimate objective is to harvest a market-
able product. The first step in that process is to petition 
APHIS for deregulated status. Genetically engi-
neered plants with this status are monitored in the 
same way as traditional plants. APHIS reviews field-
test reports, scientific literature, and any other perti-
nent records before it determines whether the plant is 
as safe to grow as a traditional variety.

APHIS considers three broad areas while evaluat-
ing the petition for deregulation:

 1. Plant pest consequences. APHIS examines the biology 
of the plant to evaluate the possible threat to other 
plants. This is known as the “plant pest” risks. The 
agency investigates the possibility that the new 
genetic material might lead to a new plant dis-
ease. It also considers whether crossbreeding with 
native plants could create new “superweeds.”

 2. Risks to other organisms. The agency investigates the 
risk to wildlife and desirable insects that might 
feed on the crop or be exposed to the pollen.

 3. Weed consequences. Finally, the agency considers 
the possibility that the new plant will be unwel-
come and invasive—in other words, a weed. The 
plant’s reproductive strategies are an especially 
important consideration. A plant that reseeds 
itself easily, has a great mechanism for spreading 
its seeds, and is resistant to cold and drought can 

FIguRe 12.1 AphIs Regulations in Action Corn growing in 
a field with its tassels bagged to prevent pollination of unintended 
plants in nearby fields in compliance with regulations from the 
Animal and Plant Health Inspection Service of the USDA.
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experimental use permits
Plant developers who intend to create a plant that 
expresses pesticidal proteins must first contact the 
EPA. Field experiments involving 10 acres or more of 
land or 1 acre or more of water cannot be conducted 
without an experimental use permit (EUP) issued 
by the agency. EUPs require careful record keeping 
because the plant cannot be registered for use as a pes-
ticide without clear evidence that there will be no 
“unreasonable adverse effects” as defined by U.S. pes-
ticide law. In other words, the plants themselves must 
meet the same standards as chemical pesticides used in 
the fields.

Deregulation and Commercialization
The next phase of the process is commercialization, 
during which the product is approved for market. 
However, before anything is available for sale, the EPA 
spends about a year reviewing the data collected dur-
ing experiments. This review concentrates on four 
general areas of concern. First, the EPA considers the 
source of the gene, how it is expressed, and the nature 
of the pesticide-protein produced. Second, the health 
effects of the bioengineered plant are studied in depth. 
Experimenters use animal models to measure the 
impacts of the protein on living organisms, including 
how easily the protein is digested and whether it can 
trigger allergies. Third, because the EPA is responsible 
for protecting the environment at large, the agency 
also must investigate the “environmental fate” of the 
pesticide protein. One concern is the rate of degrada-
tion of the pesticide and whether it lingers in the soil 
or water. Another issue is the possibility that the pesti-
cide protein might escape through cross-pollination 

in the cell on plasmids or viral vectors. (Nuclear 
genes tend to remain with the new engineered 
plant; see Chapter 3 for a refresher on vectors 
used in the genetic engineering of plants.)

 3. The function of the genes being introduced must 
be known, and no plant disease can be caused by 
the protein being expressed.

 4. If the new agricultural product will be used for 
food, the new genes cannot cause the production 
of a toxin, an infectious disease, or any substance 
used medically

 5. If the gene is derived from a plant virus, it cannot 
have the potential to create a new virus.

 6. The new genetic material must not be derived 
from animal or human viruses (to prevent spread 
as a new human disease).

If a bioengineered plant meets all six of these crite-
ria, the agency will approve the field trial within 30 
days. Under notification, the plant developer is still 
required to meet the standards demanded under the 
permitting process. The same precautions must be 
taken to prevent accidental spread of the new plant, 
and detailed records of the trial must be maintained.

After the safety of the new plant has been deter-
mined, a grower can cultivate, test, or use the plant 
for cross-breeding purposes without monitoring or 
approval by APHIS. The new biotechnology product 
can then be brought to market. But these require-
ments may not be all that is needed, and the EPA 
regulates all new products introduced into the envi-
ronment.

12.3  the environmental 
 protection Agency

Established in 1970, the EPA has responsibilities rang-
ing from protecting endangered species to establishing 
emission standards for cars. Another major duty is reg-
ulating pesticides and herbicides. As a natural exten-
sion of that responsibility, the EPA regulates any plant 
that is genetically engineered to express proteins that 
provide pest control (Chapter 6).

The EPA also supervises the use of herbicide- 
tolerant plants (Figure 12.2). In this case, the EPA is 
interested not only in the plant but also in the herbi-
cides that will be used in the fields where the herbicide- 
tolerant plants are grown. Of particular importance is 
the pesticide residue remaining on the crop. The EPA 
monitors these levels to make certain that the crop 
itself is safe for human consumption. Both USDA 
(APHIS) and EPA approvals are needed.

FIguRe 12.2 “Ice-minus” sprayers protected by the 
epA “Moon suits,” like the ones illustrated here, are used to 
protect the sprayers against unknown biohazards while they 
apply ice-minus bacteria to strawberry plants to reduce freezing 
(full description of ice-minus bacteria is in Chapter 5).
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generally-recognized-as-safe (GRAS) status, which 
may help to give the product a positive reception when 
it reaches the market.

An example of a product with GRAS status is 
genetically engineered chymosin, which is used in 
80% of the cheese manufactured in the United States 
(Chapter 4). Sometimes a product that has been 
deemed safe by the FDA will still have a tough time in 
the marketplace despite this. An example is the use of 
bovine somatotropin (BST), which is injected into 
dairy cattle to increase their production of milk. 
Although BST occurs naturally in cows, consumers 
have concerns that it will show up in milk sold in 
stores. The debate continues as to whether there are 
negative effects on cattle or humans who consume the 
milk so produced. No hard data suggesting that BST 
presents any danger have been uncovered, even after 
an 8-year study by the FDA. However, if BST proves to 
be unsafe, the FDA has the responsibility and power to 
prevent its use.

the FDA Drug Approval process
The FDA is also responsible for regulating new phar-
maceutical products. Biotechnology drugs must meet 
the same exacting standards as any other new drug. 
Imagine for a moment that a new biotechnological 
treatment for cystic fibrosis has shown promising 
results during animal trials. The first step to getting the 
treatment to patients would be to contact the FDA and 
file an investigational new drug (IND) application 
with the Center for Drug Evaluation and Research. 
Before approving the substance for testing in human 
patients, the FDA would consider the results of previous 
experiments, the nature of the substance itself, and the 
plans for additional testing. To provide effective regula-
tory review of biological products, the Center for Drug 
Evaluation and Research conducts active mission-related 
research programs. This research greatly expands knowl-
edge of fundamental biological processes and provides a 
strong scientific base for regulatory review.

phase testing of drugs
If the FDA is satisfied that a new drug warrants further 
investigation, does not present obvious risks, and will be 
tested using scientifically sound methods, it attains IND 
status. The next step is phase testing, which is more 
stringent than the testing that foods undergo. First, dur-
ing phase I (safety), between 20 and 80 healthy volun-
teers take the medicine to see if there are any unex-
pected side effects and to establish the dosage levels. 
Phase II (efficacy) begins the testing of the new treat-
ment on 100 to 300 patients who actually have the ill-
ness the drug is designed to treat. If no detrimental side 
effects are noted and the drug seems to have some 

with weed plants to create a superweed. Fourth, the 
EPA is interested in the effects on nontarget species, 
which can include helpful insects such as honeybees 
and ladybugs as well as other animals including fish, 
birds, and rodents (Chapter 6).

Like the USDA, the EPA can grant deregulated sta-
tus to any plant that meets its requirements. Any engi-
neered plant with deregulated status is registered with 
the EPA and can be sold or distributed like any other 
plant. But even in these cases, the mission of the EPA 
is not complete. The agency must be prepared to 
respond to new information, and it has the power to 
amend or revoke existing regulations whenever 
required (Chapter 6).

The bureaucratic regulatory framework in the 
United States is responsive to emerging public con-
cerns and proceeds with caution. Perhaps most impor-
tantly, however, the regulatory bodies depend on good 
scientific evidence to come to their conclusions. The 
public is similarly protected by regulations relating to 
the release of foods and drugs.

12.4  the u.s. Food and Drug 
 Administration

The FDA is charged with making certain that the foods 
we eat and the medicines we use are safe and effec-
tive. Because both food and drug products are hot sec-
tors of biotechnology development, the FDA is busy 
monitoring new developments in the industry. They 
make sure that biotechnology products are as safe as 
their conventional counterparts.

Food and Food Additives
When a new food product or additive is being devel-
oped, the FDA serves as a consultant to biotechnology 
developers (companies, university researchers, etc.) 
and advises them on testing practices. Studies focus on 
whether the new product has any unexpected, unde-
sirable effects. The expressed protein is evaluated to see 
if it is substantially the same as naturally occurring pro-
tein in food. Because many common foods—including 
milk, shellfish, peanuts, and eggs—are known to con-
tain allergy triggers, any protein derived from such 
sources must be considered a potential allergen and 
labeled accordingly. Companies are not required to 
consult with the FDA in developing biotechnology 
food products that are already on the market. How-
ever, most companies in the United States have taken 
advantage of the FDA’s expertise before bringing a 
food product to market, because if a food product or 
additive poses no foreseeable threat, the FDA can grant 
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“orphan drugs,” as designated by the FDA Office of 
Orphan Products Development (OOPD); these are 
drugs with small numbers of beneficiaries but with 
great benefit, such as human botulism immune glob-
ulin (BIG), an antibody for botulism poisoning. 
Because it would be unethical to expose human 
beings deliberately to smallpox or nerve gas to test the 
value of such treatments, there are no pools of 
patients on which these treatments could be tested. 
The OOPD administers the major provisions of the 
Orphan Drug Act (ODA), which provide incentives 
for sponsors to develop products for rare diseases. The 
ODA has been very successful—more than 200 drugs 
and biological products for rare diseases have been 
brought to market since 1983. In contrast, the decade 
prior to 1983 saw fewer than 10 such products come 
to market. New drugs of this kind will still undergo 
phase I testing because that part of the process 
requires exposure to the drug only, not to the danger-
ous substance it is meant to counteract; therefore the 
FDA can determine that the drug itself will not cause 
unwanted side effects. For example, the FDA expe-
dited approval of the drug Cipro (ciprofloxacin), an 
antibiotic used to treat anthrax.

The Development of Good Laboratory 
(GLP), Clinical (GCP), and Manufacturing 
(GMP) Practices
In 1975, FDA inspection of a few pharmaceutical test-
ing laboratories revealed, among other problems, 
poorly conceived, carelessly executed experiments; 
inaccurate record keeping; and poorly maintained 
animal facilities. These deficiencies led the FDA to 
institute the good laboratory practice (GLP) and 
good manufacturing practice (GMP) regulations to 

positive effect, it is ready to go to phase III testing to 
assess its benefit compared with other drugs. This phase 
involves between 1,000 and 3,000 patients in double-
blind (where neither the patient nor the clinician knows 
whether placebo or drug is being administered, so as to 
remove potential bias from affecting the results) tests 
and lasts for 3½ years. Generally a drug can be mar-
keted only after its benefits and long-term safety have 
been established in phase III studies. Most drugs never 
make it this far. Only 20% of drugs that go through 
phase I testing make it all the way to phase III and on to 
FDA approval as an NDA (new drug authorization). 
No therapeutic drug product can be marketed in the 
United States until an NDA has been issued by the FDA. 
Even after a new drug enters the market, it continues to 
be monitored (phase IV) by the FDA indefinitely. The 
number of new drugs that the FDA has approved has 
fallen by half since 1996, with only 20 approved in 
2005. Phase III trials consume 70% of clinical develop-
ment costs, yet 40% of compounds now fail at this final 
hurdle largely owing to the inability to demonstrate 
superiority over placebo (see Figure 12.3). A biotech 
company will file for a Biological License Agreement 
(BLA), Similar to an NDA, if they are seeking approval 
of a biologically derived product such as a viral ther-
apy, blood compound, vaccine, or protein derived 
from animals. The FDA reviews information that goes 
on a drug’s professional labeling and, as part of the 
approval process, the FDA inspects the facilities where 
the drug will be manufactured.

Exceptions to phase testing
An important exception to this testing procedure must 
be noted. The FDA does permit the approval of drugs 
and vaccines intended to counter biological, chemical, 
and nuclear terrorism without first proving their 
worth in phase II and III trials. This is also true for 

FiGurE 12.3 The 
Drug Pipeline Only 
20% of the drugs 
that enter phase 
I will make it to 
phase III, and 40% 
of these will fail due 
to the inability to 
show superiority over 
placebo.
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Bayer Healthcare used an adaptive approach in its 
phase II trials for a new cancer drug. They did not 
know ahead of time which cancer would respond best 
to the new drug, so they enrolled a number of patients 
with different advanced cancers. Within a short time 
they knew that the drug responded best to kidney can-
cer, so they “adapted” their trials to enroll and test 
only patients suffering from advanced kidney cancer.

The major concern is that the committee to decide 
on adaptive responses should be completely objective. 
It is quite possible that drugs in trials will fail faster 
and cost companies more, and results could be 
 manipulated with the right “adaptations.” The FDA is 
releasing guidelines for evaluating multiple possible 
outcomes and methods to enrich trials with patients 
who are most likely to benefit. Will adaptive design 
provide faster results? Will the cost of drugs go up or 
down? Who will benefit the most, the patient or the 
drug company?

FDA Regulations to Protect 
Laboratory Workers
Laboratory workers who handle gene vectors, recom-
binant DNA, and biological organisms containing 
recombinant DNA, bacteria, and fungi risk infections 
as a result of their work. Biotechnology companies are 
aware of the potential liabilities and financial implica-
tions related to employee infection and have made 
implementation of the appropriate biosafety practices 
a high priority. There are three levels of protection 
against biological hazards: A class 1 cabinet protects 
the operator from airborne material generated at the 
work surface, where the air flows over the work 
 surface and is filtered before being vented back into 
the room. A class IIB cabinet draws high-efficiency 
particulate (HEPA)-filtered air across the work surface, 
 refilters the air before venting into the room, and is 
 suitable for bacterial and tissue cultures. A class III cab-
inet isolates the material completely in a gas-tight area, 
which is required only in working with the most haz-
ardous agents (Figure 12.4 on the next page).

12.5  Legislation and  Regulation: 
The Ongoing Role of 
 Government

The regulation of biotechnology is a matter of politics 
as well as science. Regulatory agencies are government 
organizations, and they exist to enforce laws. Ideally, 
those laws rest on good scientific practice, but they 
also reflect philosophical values. It is not uncommon 

govern animal studies of pharmaceutical products. 
GLPs require that testing laboratories and manufactur-
ers follow written protocols (standard operation proce-
dures, or SOPs), have adequate facilities, provide 
proper animal care, record data properly, and conduct 
valid toxicity tests. A similar set of standards, good 
clinical practices (GCPs), protect the rights and 
safety of human research participants and ensure the 
scientific quality of clinical experiments.

Faster Drug Approval versus Public Safety
Biotechnology companies spend about $1.2 billion to 
bring a biological product to market, and it takes 8 to 
15 years to receive FDA approval for marketing. 
Because of financial concerns, biotechnology compa-
nies would like to speed up this process; however, the 
FDA would prefer to keep the process at its present 
pace to guarantee adequate testing. A compromise may 
be needed to provide products that the public needs 
(such as gene therapies to treat fatal diseases) while 
maintaining safety that is acceptable to regulatory 
agencies like the FDA.

For instance, there are currently five suppliers of 
human growth hormone. Each company was required 
to get individual approval from the FDA, each doing its 
own phase testing. The U.S. Pharmacopeia Conven-
tion (USP) has proposed an alternative method 
whereby the five companies could share early portions 
of the testing; this change would mean that each of 
these companies could accelerate the testing and pro-
ceed to the human safety trials a little earlier. From the 
point of view of the pharmaceutical companies, this 
change in methodology would address the backlog of 
products being submitted for approval by using stan-
dardized methods without compromising safety. 
Whether this change will be approved can only be 
determined by time.

Adaptive phase testing for faster results
In an attempt to get quicker results with smaller num-
bers of individuals in clinical drug trials, the FDA is 
encouraging drug companies to design clinical trials 
with flexible enrollment and dosing. Not everyone 
agrees that this is a good idea.

In a typical clinical trial, drug dosage and the num-
ber of patients in the control and experimental groups 
are predetermined and unchangeable. In contrast, 
adaptive trials allow changes in drug dosage, patient 
pool sizes, and other changes in response to incoming 
data. In other words, the parameters are changed “on 
the fly” as new results are received. Considering that 
phase II and III trials can easily drag on for 5 or more 
years, everyone is supportive of changes that will pos-
sibly speed results.
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continues to hold the position that no label is required. 
Furthermore, when dairy producers began labeling 
their products as “BST Free,” the FDA intervened, 
stating that such labels are misleading because milk 
production in dairy cows depends on naturally occur-
ring BST. This has spurred sales of milk labeled “from 
cows not treated with BST.” Some people fear that the 
introduction of proteins into foods will stimulate aller-
gies or otherwise add antibiotic resistance substances 
to our foods (see Chapter 7). Safeguarding against 
potential hazards is what the regulatory agencies have 
been doing for decades.

The future is likely to present many more debates 
as society adjusts to the role of biotechnology in our 
world. For this reason, one of the primary responsibili-
ties of all regulatory agencies is to provide an avenue 
for public comment. This aspect of regulation is an 
important element of democracy in action and is 
shared by more than one agency, as you can see in 
Table 12.2. You can learn more about the role of pub-
lic comment in shaping policy, or even participate 
yourself, when you visit the regulatory agency web-
sites listed on the Companion Website.

12.6 Introduction to patents

A patent gives an inventor or researcher exclusive 
rights to a product and prohibits others from 
 making, using, or selling the product in these broad 
categories:

■	 Utility patents protect useful processes, 
machines and manufactured goods. Examples are 
computer hardware and medicines.

■	 Design patents protect against the unauthorized 
use of new and original designs for manufactured 
goods. Examples are the “look” of an athletic shoe 
or a bicycle helmet.

■	 Plant patents protect invented or discovered 
asexually reproduced plant varieties.

To be granted a patent, a discovery must meet 
three basic requirements: it must be novel, it must be 
nonobvious, and it must have some utility. (The 
 concept of “utility” is discussed in more detail later in 
this chapter.) Traditionally, patents have been awarded 
for inventions, but many natural products clearly meet 
all three requirements and fall into one of the 
 categories described above. For example, a newly 
 discovered DNA sequence can be novel, nonobvious, 
and  potentially very useful, and the U.S. Patent and 
 Trademark Office (USPTO), which oversees  patents, 
generally does not hesitate to issue patents on sequences 
for proteins of known function.

for value systems to clash, and when they do, a long 
process of negotiation and compromise may be needed 
to reach a consensus.

labeling Biotechnology products
A controversial issue is the labeling of foods that con-
tain genetically modified organisms (GMOs). From the 
perspective of the FDA and the current White House 
administration food labels must include information 
about the ingredients and any claims made or sug-
gested by the manufacturer. The FDA also requires 
special labeling of foods that present known safety, 
usage, or allergen issues. If a biotechnology food prod-
uct included a protein that was not usually found in 
the food and was a known allergen, the FDA would 
require special labeling to notify allergic consumers of 
the risk. Many chocolate candies include a warning 
that they may contain traces of peanuts. However, 
because biotechnology foods are not inherently more 
or less dangerous than their traditional counterparts, 
the FDA does not require labeling to indicate the 
method of production. If the product is to be sold in 
Europe, however, the European Union does require 
labeling when genetic modification has occurred.

Some consumer groups are pursuing a change in 
labeling laws that would require information about 
the use of genetic engineering in food production. 
They argue that this disclosure is essential to their 
right to know and to make informed choices based on 
their own values and beliefs. An interesting example 
of this real-world debate focuses on the use of BST to 
increase milk production, as discussed earlier. Over 
the past decade, a series of comprehensive studies 
have  indicated that milk produced using BST presents 
no significant health risks. For this reason, the FDA 

FIguRe 12.4 lab technician uses a micropipette under 
Biosafety level 1 Conditions
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When patent laws were first conceived, no one 
could have imagined patenting DNA or proteins. It 
was expected that inventors would be engineering 
better mousetraps, not better mice. The USPTO issued 
the first patent on a bacterium with a unique gene 
sequence (genetically engineered organism) in 1980. 
Since that time, the office has granted more than 2,000 
patents for plant, animal, and human genes. Patents 
have also been granted for transgenic animals and 
plants, monoclonal antibodies and hybridomas, iso-
lated antigens and vaccine compositions, and methods 
for cloning or producing proteins.

These patents have translated into big profits for 
biotechnology companies, but they have also stirred 
considerable controversy. Many people believe that 
genes—especially human genes—should not be treated 
like mousetraps. To their way of thinking, it should 
not be possible to patent any component of human life 
such as DNA and proteins.

The process of patenting genes fully fits the letter 
and spirit of patent law. Still, many concerns and 
uncertainties remain. The challenge for the govern-
ment is to find a way to protect the rights of individual 
researchers while promoting science as a whole.

obtaining a patent

In the United States, patents are enforced for up to 
20 years from the earliest date of filing. That means 
other companies can market their own versions of 
the product after the original developers have had 
exclusive rights for two decades. This plan both 
encourages new discoveries and prevents long-term 
monopolies.

tABle 12.2  exAmples oF shAReD ResponsIBIlItIes 
By FeDeRAl RegulAtoRy AgenCIes

Source: www.fda.gov.
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Clinical trials for Investigational Drugs

If you were diagnosed with a serious life-threatening 
disease, would you want to be part of a clinical trial for a 
new drug? New FDA regulations announced in September 
2010 improve your chances of benefit. The FDA has is-
sued new rules to clarify the safety information that must 
be reported during clinical investigations of drugs and 
biologics. The agency now requires that certain safety in-
formation that previously was not required to be reported 
to FDA be handed over within 15 days of a safety issue 
turning up. Investigators will have to divulge findings 
from clinical or experimental studies that  suggest a 
significant risk to study participants; serious suspected 

adverse  reactions that occur at a rate higher than ex-
pected; as well as serious adverse events from studies 
that determine what percentage and at what rate a drug 
is absorbed by the bloodstream; they must also provide 
studies determining whether a generic drug has the same 
effectiveness as the brand name drug. These new rules 
are designed to protect the patient without slowing the 
rate of drug discovery. Are the risks of a new drug worth 
trying with new regulations in place? You decide.

Source: FDA Doles Out New Rules on Clinical Trial Safety Data 
Reporting, GEN, September 29, 2010.

you DeCIDe

www.fda.gov
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FDA regulations. Each entry should be signed, 
dated, and witnessed by an individual who is 
not directly involved in the research. The note-
book should contain all conceptual ideas and 
supportive data. This evidence may be used to 
support the company’s patent or to invalidate 
rival patents.

 2. Preparation. Researchers should continue to 
monitor the activities of potential competitors 
and others in their field through trade litera-
ture, published patent applications, and issued 
patents. The USPTO website is a valuable 
source of information. You can also check com-
mercial databases such as Derwent, Medline, 
and Biosis.

To obtain a U.S. patent, a company must file an 
application that adequately describes the product. The 
company must also disclose what it considers to be the 
best use of the product at the time that the application 
is filed. USPTO experts with specialty technical back-
grounds examine all patent applications. Patents are 
awarded on a first-come, first-served basis. If two com-
panies file applications for the same discovery at 
around the same time, the two sides could be headed 
for a legal battle. In such cases, a little preparation goes 
a long way. The following guidelines protect a product 
that is heading for patenting:

 1. Record Keeping. Every researcher should keep 
detailed notes within a bound notebook or 
in a secure electronic format as specified in 

tools oF the tRADe

What can a group of well-trained scien-
tists with excellent government funding, 
limited regulations, and a large supply of 

germ plasma produce? Chinese scientists have created 
the largest plant biotechnology production capacity out-
side of North America. They have shown that govern-
ment support is essential if new products are to be 
developed quickly in developing countries. As a result, 
farmers in China are cultivating more acres of geneti-
cally modified plants than any other developing coun-
try, and they are doing this with the support and 
encouragement of their government. These crops are 
monitored and regulated by the Chinese government 
under regulations developed within the country.

Although China has spent the past 50 years building 
the most successful agricultural research system in the 
developing world (employing more than 70,000 scien-
tists), research in modern plant biotechnology did not 
begin until the mid-1980s. In response to rising pesticide 
use and the emergence of a pesticide-resistant bollworm 
population in the late 1980s, Chinese scientists began 
research on genetically modified cotton. In 1997, after 
devastating pest-related crop losses, the commercial 
use of genetically modified cotton was approved. The 
response by China’s poor farmers to the introduction of 
Bt cotton eliminated any doubt that genetically modified 
crops can play a role in developing countries. By 2000, 
farmers planted Bt plant varieties on 20% of China’s 
cotton acreage and reduced an average of 13 sprayings 
(and a savings of $762 per hectare per season). Although 
yields and the price of Bt cotton and non-Bt varieties 
were the same, the cost savings and reduction in labor 

A safe and efficient Regulatory Work environment

enjoyed by Bt cotton users reduced the cost of producing 
a kilogram of cotton by 28%.

A simplified approval process is not the only reason for 
the Chinese success. Chinese scientists have identified 
more than 50 plant species and more than 120 functional 
genes that scientists are using in plant genetic engineering. 
Of these genetic technologies, 353 were developed between 
1996 and 2000. China’s Office of Genetic Engineering and 
Safety Administration approved 251 cases of genetically 
modified plants for field trials, environmental releases, or 
commercialization. Of these, regulators approved 45 geneti-
cally modified plant applications for field trials, 65 for envi-
ronmental release, and 31 for commercialization. Transgenic 
rice, resistant to three of China’s major rice pests—stem 
borer, plant hopper, and bacterial leaf blight—have passed 
at least 2 years of environmental release trials.

Unlike the rest of the world, in which most plant bio-
technology research is financed privately, China’s govern-
ment funds almost all of its plant biotechnology research 
and planned to raise these research budgets by 400% 
before 2005 (although they fell somewhat short of their 
goal). Some U.S. companies have found this favorable 
regulatory environment an enticement. Monsanto (based 
in St. Louis, Missouri) is pursuing a joint venture with the 
Hebei Provincial Seed Company in China to  develop other 
plant varieties. China is vigorously pursuing  opportunities 
for contract research, and it has become an exporter of 
biotechnological research methods and commodities. The 
sales of genes, markers, and other tools, in addition to 
genetically modified varieties, may cause other countries 
with more restrictive policies regarding genetic modifica-
tion to look at this world leader.
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FIguRe 12.5 An Illustration of patent Activity 
on one human Chromosome Chromosome 20 
is shown, with each horizontal bar represent-
ing a patent claiming a gene sequence located 
in that region. The labels indicate the loci of 
highly patented genes.
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the Value of patents in the 
Biotechnology Industry
For the biotechnology industry, strong patents mean 
strong businesses. Patents are the primary method by 
which a successful biotechnology company will be val-
ued during all stages of its development. Suppose a 
team of scientists discovered a vaccine against a deadly 
virus. Without a patent, no pharmaceutical company 
would go forward with the daunting tasks of conduct-
ing costly clinical trials, obtaining FDA approval, and 
developing a comprehensive marketing plan. Without 
patent protection, a rival company could buy the drug 
off the shelf, duplicate it, and sell it at a discount with-
out spending a dime on research.

patenting DnA sequences
Although the vast majority of DNA sequences may 
never have medical or agricultural value, some could 
play an important role in producing food or fighting 
disease. Naturally, organizations that identify those 
sequences want to enjoy the fruits of their efforts by 
obtaining protection under the patent laws. The 
genomic frontier has been mapped, and today’s pio-
neers are eagerly and aggressively staking out what 
they regard as their territory.

Under patent guidelines, applicants must assert a 
utility for the claimed invention that is specific, substan-
tial, and credible. To claim a specific utility in the case 
of a DNA sequence, a researcher must know exactly 
what the DNA sequence does. It is not enough to say that 
it is a probe or a marker (see Chapter 3). The researcher 
must disclose what, precisely, it probes or marks (for 
instance, a probe for a specific human disease gene). A 
substantial utility defines a real-world use—for exam-

ple, a cloned DNA fragment encoding a protein with a 
known function or use. To meet the credible utility 
requirement, the researcher must convince the patent 
office that the application is backed by sound science.

Even if a gene sequence is proved to have util-
ity, it can still be denied a patent if it is too similar to 
an existing patented sequence. Remember that the 
function of a gene can be dramatically altered by 
switching a single nucleotide (Chapter 3). For this 
reason, patents on gene sequences are usually very 
specific. Put another way, a segment of DNA usually 
must match a patented sequence exactly in order to 
violate—or “infringe” on—that patent. If a company 
claims patent infringement on two similar sequences, 
a court must decide if the sequences have essentially 
the same function. This is known as the doctrine of 
equivalents. The requirements for protecting intel-
lectual property rights and the sale of products 
with patents are not the same outside the United 
States and require separate applications in these 
countries.

According to several studies, approximately 20% 
of all human genes have been patented, primarily by 
private biotechnology companies. Not surprisingly, the 
most heavily patented genes are typically those impli-
cated in human health and disease. Almost 50% of 
known cancer genes have been patented. In some 
cases, genes such as BRCA1, one of the genes involved 
in breast cancer, have patent rights issued to multiple 
companies, resulting in disputes over commercial 
rights and ownership of such sequences. Some genes 
have up to 20 patents covering rights to commercial 
uses of the genes, as for diagnostic tests for genetic 
testing. See Figure 12.5 for a map of patent hot spots 
on chromosome 20.
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of the EU in 1993 dramatically streamlined the process 
for introducing new biotechnology products to the mar-
ketplace. Today, the EU stands as a textbook example of 
a government body committed to promoting scientific 
progress.

A key part of the new system is the European 
Agency for the Evaluation of Medicinal Products 
(EMEA), the equivalent of the FDA. The EMEA 
authorizes medicinal products for human and veteri-
nary use. It also helps spread scientific knowledge by 
providing information on new products in all 11 offi-
cial EU languages. Once a product has been approved 
by the EMEA, it can be marketed in all of the  
15 countries in the EU. New drugs can now be brought 
to market throughout the EU in 1 year instead of 4 or 
5, compared with the 8 to 11 years that the FDA usu-
ally takes to approve a new drug. Since its inception, 
the centralized procedure has approved more than 
100 human medicines and 25 veterinary products.

There is one noteworthy difference between the 
EMEA and the FDA. As previously discussed, the 
FDA is closely involved with product development 
from the moment a company seeks permission to 
conduct clinical trials. Within the EU, however, 
approval for clinical trials is granted by authorities 
in each country, not the EMEA. In many cases, the 
EMEA has no prior contact with the company or 
even knowledge of the product until it is submitted 

12.7  International Biotechnology 
Regulation

Biotechnology is a global enterprise. At the present 
time the world community is still involved in prelimi-
nary negotiations about the regulation of biotechnol-
ogy products. There have been some promising begin-
nings. The United Nations (UN), for example, has 
produced a voluntary code for the deliberate release of 
GMOs. Public comment has been solicited since it was 
proposed in 2000, and no final binding regulations 
have been agreed on. An agency of the UN, the Food 
and Agriculture Organization (FAO), is focusing its 
attention on biotechnology in developing nations, pro-
viding guidance on safety and risk assessment. In gen-
eral, no consensus or clear set of commonly held stan-
dards for the import and export of biotechnology 
products exists. There is reason to be optimistic, how-
ever. Recent developments in Europe can serve as a 
model for international cooperation in the trade and 
development of biotechnology products.

the european union
In recent years, the European Union (EU) has begun to 
stand out as both a hotbed of innovation and an attrac-
tive market for biotechnology products. The formation 

Would We see Drug Development without patents?

Gene patents are here to stay, but questions remain. For 
instance, what happens when a single company “owns” 
a biotechnology product with potentially lifesaving 
applications? As Table 12.4 illustrates, many companies 
have applied for patents on gene therapies for cancer.

History shows that medical practice can be affected 
by patent law. For example, Myriad Genetics holds 
exclusive patents on BRCA1 and BRCA2, the genes that 
largely determine a woman’s risk for breast cancer. The 
company demands fees from any lab that runs blood 
tests for the genes, a move that threatened to make 
the test unavailable to many women. In January 2001, 
the National Cancer Institute (NCI) struck a deal with 
Myriad Genetics that allows all NCI and NIH labs to use 
the test at a discount. Still, some other labs are no lon-
ger able to afford the test. A landmark decision brought 

by the American Civil Liberties Union against Myriad 
Genetics in March 2010 brought into question this abil-
ity to patent genes.

The U.S. Patent Office has issued about 35,000 pat-
ents for gene sequences. It is very likely that this deci-
sion will be reversed or limited by the appeals process, 
but it will undoubtedly lead to a better definition of 
“products of nature.” Many in biotech see this decision 
as a stimulus to innovation, since “manipulated by the 
hand of man” will be better defined and lead to specifi-
cally directed products. The court held that diagnostic 
and screening methods that utilize gene sequences are 
not patentable.

Will this lead to more expensive biotech products or 
less screening tests? Were the courts correct in their 
decision? You decide.

you DeCIDe
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Making a Difference
Federal regulations for drug manufacture (FDA Section 
211) require that all employees be trained in current Good 
Manufacturing Procedures (cGMP). Biotechnology compa-
nies routinely provide training and time to make these 
regulations clear to their employees. The FDA monitors 
compliance and fines those who are out of compliance. In 
May 2010, the company Genzyme was fined $175 million 
for not fixing practices at its Allston filling plant near Bos-
ton. The FDA found tiny particles of steel, rubber, and fiber 
in drugs products at the plant. The company was required 
to shut down the plant until the problems were fixed. Com-
pliance is part of working in the biotechnology industry 
and requires vigilance, but reporting problems is also a 
cGMP requirement. In most cases, companies are happy to 
change procedures that are likely to lead to the contami-
nation of products because they want to produce sterile, 
lifesaving products (and can’t risk the disgrace of a regula-
tory noncompliance report).

Questions & activities

Answers can be found in Appendix 1.

 1. Which U.S. agency regulates food additives?

 2. Which U.S. agency regulates GM crops?

 3. Which U.S. agency regulates water quality?

for review. According to the most recent polls 
(2000), 75% of pharmaceutical companies in the EU 
are satisfied with the process as it stands.

international regulations can affect u.s. 
companies
Some 48 million potential doses of flu vaccine were 
lost by the Emeryville, California company Chiron 
when British regulators from the Medicines and 
Healthcare Products Regulatory Agency (MHRA) 
found bacterial contamination in some lots of the vac-
cine. Companies that operate in the United Kingdom 
must follow GMP regulations that are as strict as or 
stricter than those in the United States. After the 
MHRA closed the plant in 2004, the FDA performed its 
own investigation and listed 20 violations in a warning 
letter sent to Chiron in December 2004. The company 
found Serratia bacteria in nine of its flu vaccine lots. 
Because it could not trace where the problem started, 
it was forced to destroy 91 lots of vaccine. According to 
Current Federal Regulations section 211, standard 
operating procedures are required for the traceability 
of problems like these.

How can other companies avoid lapses in GMP 
like the Chiron incident? FDA regulators recommend 
that firms should evaluate every aspect of production, 
including people, procedures, equipment, materials, 
record keeping, audits, and training. Current GMPs 
require continual updating, and companies are 
required to provide their employees with this training.

Quality control inspectors in biotechnol-
ogy companies are responsible for inspect-
ing and checking products to make sure 

they meet the specified levels of quality described on the 
package inserts (and that the products’ specifications are 
filed with the appropriate regulatory agencies). This is a 
good career for a detail-oriented person who likes to work 
in the lab. It is an area that has a continued high rate 
of employment. Quality control is involved at every stage 
of production. Some inspectors examine raw materials to 
verify specified requirements, others test equipment and 
verify accuracy, and others test the standard operating 
procedures established by the company (based on FDA, 
USDA, EPA, and related regulations).

Although a high school diploma and experience in 
quality control is adequate in some companies, most 

employers prefer an associate’s degree in a techni-
cal area and a few years of experience. Quality control 
inspectors are often required to determine error levels 
in measurements, making a good math background a 
necessity. Good hand-eye coordination and mechanical 
aptitude are also required. A strong background in the 
regulations that govern the products of the industry 
is a must. Quality control inspectors with a bachelor’s 
degree and experience can be promoted to manager. 
Many transfers occur within biotechnology companies 
from quality assurance to quality control. The quality 
assurance department is responsible for maintaining all 
of the paperwork that is reviewed when any regulatory 
agencies show up for an inspection. A good career lad-
der exists in many companies from quality assurance to 
quality control.

career Profile

Quality control inspector
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 4. Which U.S. agency regulates environmental 
release of genetically engineered organisms?

 5. How do patents protect drugs and devices?

 6. How have new streamlined approval processes 
affected the European drug market?

 7. Where are the greatest number of patent 
 applications filed in cancer therapy?

 8. In your opinion, what should have happened 
according to FDA regulations to prevent the 
 Fluvirin incident?

Visit www.pearsonhighered.com/biotechnology
To download learning objectives, chapter summary, 
“Keeping Current” web links, glossary, flashcards, and 
jpegs of figures from this chapter.

 9. In your opinion, what is wrong with drugs being 
advertised for purposes other than what was spec-
ified in their FDA approval?

 10. Why are drugs often available in Europe before 
they become available in the United States?

www.pearsonhighered.com/biotechnology
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Ethics and Biotechnology
After completing this chapter, you 
should be able to:
■ Define bioethics and explain how 

it relates to biotechnology.
■ Understand and apply different 

approaches to ethical thought.
■ Identify potential ethical 

dilemmas associated with 
biotechnology.

■ Pose questions and approaches 
that address the ethical problems 
identified in this chapter.

■ Identify outcomes and pitfalls 
associated with different ethical 
approaches.

■ Discuss interactions 
among science, economics, 
communication, and public policy.

■ Understand and explain 
controversies and ethical issues 
surrounding genetic testing, stem 
cells, genetic modified organisms, 
cloning, and other bioethical 
topics.

■ Describe possible pathways to a 
career in bioethics.

C h A p t E r

13

Bioethics considers topics such as human life. John and Lucinda Borden 
testified at a U.S. house hearing on embryo research. John holds their twins 
Luke and Mark; Lucinda holds a picture of the twins as embryos. Luke and 
Mark were adopted as frozen embryos.
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I n some ways, ethics might seem like plain old 
common sense. Of course it is unethical to inten-
tionally cause cancer in a group of people without 

their knowledge just to test your new anticancer drug. 
But in many cases the choices are not so clear-cut. 
Often the decisions must deal with potential trade-offs, 
compromises, or possibly even sacrifices. Bioethics 
deals with some of the most fundamental questions 
confronting our society. And in many respects the 
decisions made now can affect the future of science, 
humanity, and the world in which we live. The intent 
of this chapter is not to tell you what to think about 
bioethics. Instead, the intent is to get you to under-
stand how to think about bioethics—to encourage you 
to ask questions, to think about how to ask the right 
questions, acquire all the facts, and make decisions 
based on information rather than emotional reactions.

ForECASting thE FUtUrE
Ethics and related issues in all areas of science are increas-
ingly gaining attention among the public, scientists, poli-
ticians and others. In the future, as new biotechnology 
applications emerge, discussions and increased awareness 
of ethical concerns associated with these applications 
will almost always precede the actual development of the 
application. Using stem cells as an example, well before 
any stem cell applications were proven and ready to be 
implemented, ethicists were discussing potential ethical 
issues of stem cell applications. With the way information 
is rapidly communicated now, there will be few situations 
in which a biotechnology application or discovery is not 
preceded by ethical debate. So rather than trying to do 
the nearly impossible—that is, to forecast the most im-
mediately pressing ethical issues that biotechnology will 
encounter over the next few years—we want to emphasis 
that, increasingly, ethical thinking and decision making 
will be important skills for the future. Almost every ap-
plication you have learned about in this book, including 
those we forecast as hot areas in the future, will have 
significant ethical components to them.

13.1 What is Ethics?

Ethics identifies a code of values for our actions, espe-
cially toward other humans. In simple terms, ethics 
could be considered a guide to separate right from 
wrong and good from evil. The area of ethics that deals 
with the implications of biological research and bio-
technological applications, especially regarding medi-
cine, is called bioethics. It considers social and moral 
aspects and potential outcomes of the use of biological 
and medical technologies.

It is important for you to appreciate that ethics is a 
dilemma-based discipline. Ethical dilemmas arise when 
an important problem or situation requires careful 
consideration and thought to make what one believes 
to be sound ethical decisions.

One fundamental question that should be asked in 
dealing with bioethical issues is not “Can this be 
done?” but “Should this be done?” And if something 
should be done, the question becomes “How can it be 
done in the right way?” Such questions are important 
for everyone to consider, especially in areas of biotech-
nology, where discoveries and their applications can 
have a great impact on human health and the envi-
ronment. These questions get to the heart of not only 
society but also of science and its role in society.

For example, consider the photo shown in 
Figure 13.1. Scientists have implanted mouse cells 
into chicken embryos to demonstrate that the mouse 
cells could receive signals from the chicken embryo to 
induce development of teeth—something that does 
not normally occur in chickens. Chick embryos started 
to form teeth, but they were not allowed to develop 
into adults. But some people are outraged at experi-
ments such as this because it creates images of “Fran-
kenstein-like” mutant chickens with teeth that aren’t 
normal. The rooster image shown in Figure 13.1 was 
created by photographers for shock value and headlines; 

FigUrE 13.1 growing teeth in Chickens. Should this Be 
Done? The image shown here is an artificial depiction of a 
rooster with teeth; no such animal actually exists. This is a 
deliberately inaccurate image presented for its shock value and 
to stimulate your thinking about bioethics.
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it is not real. So just because technology is available to 
create a chicken embryo with teeth, should it be done 
in the first place? Should the embryo be allowed to 
grow into an adult chicken to see if it will develop 
teeth? Is this ethical? What do you think? For more 
information on the research we refer to here, see 
the paper by Mitsiadis et al. in the reference list on the 
Companion Website.

Approaches to Ethical Decision Making
Before we explore bioethical issues, we first examine 
some of the more important methods of ethical 
thought. The study of ethics is as old as humanity 
itself. Questions of our duties and responsibilities to 
other members of the human community have been 
with us for ages. Hippocrates (c. 460–361 b.c.) might 
be considered the first bioethicist. He emphasized the 
patient rather than the disease in his practice of medi-
cine, viewing the worth of the individual and the sanc-
tity of human life as of primary importance. For years, 
physicians have pledged to follow the central tenets of 
the Hippocratic Oath—“do not kill,” “to help, or at 
least do no harm”—in their duty to patients and to 
their profession.

Ethical thought and methods to approach problems 
can often be divided between two main viewpoints 
(although there are certainly other approaches as well). 
The utilitarian approach, or consequential ethics, 
started with the Scottish philosopher Jeremy Bentham 
(1748–1832) and the English philosopher John Stuart 
Mill (1806–1873). This approach states that something 
is good if it is useful, and an action is moral if it pro-
duces the “greatest good for the greatest number.” The 
second main approach—the deontological (Kantian) 
approach, or duty ethics—comes primarily from the 
German philosopher Immanuel Kant (1724–1804) 
and focuses on certain imperatives, or absolute princi-
ples, which we should follow out of a sense of duty 
and should dictate our actions.

Modern bioethics can be traced to much more 
recent times and is primarily the work of two ethicists 
in the 1970s: Joseph Fletcher and Paul Ramsey. These 
men refined the two primary approaches to ethical 
thought mentioned—Fletcher for utilitarianism (also 
termed “situational ethics”) and Ramsey for deontol-
ogy (or “objectivism”).

Utilitarianism emphasizes consequences, not 
intentions. Another way to phrase this emphasis is 
that “the ends justify the means.” The idea is to calcu-
late what the consequences of an action would be and 
to weigh different consequences against one another. 
If we can analyze various courses of action to deter-
mine which will have the greatest positive effect on 
the greatest number of people, then we can provide an 

answer to the question of what we ought to do. In 
some ways, this is an elegant method for making deci-
sions. All avenues can be assessed for potential benefit, 
and the decision becomes more quantitative. The dis-
advantage of this calculation is that we must assign a 
value to all of the things considered. How do we assign 
these values? Some would say that some of the most 
important things in life (love and family) are not easily 
quantified, whereas other things (material goods and 
life span) could be emphasized in the calculations 
because they are quantifiable. Another source of con-
cern could also be the individual doing the calculating 
and assigning values. For example, the utilitarian cal-
culation would be less than ideal if done by someone 
who believed that males are worth more than females 
or that the primary consideration should be the profit 
margin.

Deontology, or objectivism, starts from the point 
of view that there are at least some absolutes (defini-
tive rules that cannot be broken) and that we have a 
moral obligation or commitment to adhere to these 
absolutes. One absolute usually mentioned is for the 
value of human life, expressed by Kant in this way: 
“Act in such a way that you always treat humanity, 
whether in your own person or in the person of any 
other, never simply as a means, but always at the same 
time as an end.” Another way to say this is in terms of 
respect for others—that we ought to treat others as 
ends in themselves rather than as means to an end.

This approach has often been associated with reli-
gious traditions, but it is a mistaken notion to assume 
that an objective ethical approach is solely a religious 
approach or even that all religious approaches to ethi-
cal issues begin with the same absolutes. Deeply held 
convictions are just that—personal points of reference 
to which an individual adheres. An advantage of 
objectivism is that it gives firm guidelines in many sit-
uations in which ethical decisions are required, pro-
viding a clear-cut ethical formula for decision making. 
A disadvantage of this approach is that it may be, or at 
least may be perceived to be, too rigid in its decision-
making process, not taking what may be important 
factors into account or considering possible changes in 
values. And there may be situations or issues where 
no clear conviction or absolute exists, requiring fur-
ther examination of the issue to define the moral 
imperatives and discern the course of action.

To illustrate the difference between utilitarianism 
and objectivism, consider a situation in which a person 
is desperately hungry and has no money to buy food. 
Wandering by a store, the person sees a loaf of bread 
left out on a table. A utilitarian calculation might take 
into account the person’s need, the available food, and 
the minuscule loss in value to the store and consider 
that it would be okay to take the bread. An objectivist 
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approach might have the absolute “it is wrong to steal” 
and consider it unethical to take the bread.

Note that there can be other ethical approaches 
and methods beyond the two main approaches men-
tioned here, and even these two approaches to ethical 
decision making can sometimes be blended. In 
approaching ethical decisions, a key objective is to 
gather information, consider the facts, and make a 
thoughtful, informed decision. And in debates on ethi-
cally contentious issues, it is neither wise nor polite to 
deride or belittle another person’s decision. Be sensitive 
to the effects of your own conduct. Aim to understand 
and defend your own ethical decisions rationally, and 
strive to consider the decisions of others.

The idea of the likelihood of an event, the statistical 
probability, is another important concept to keep in 
mind in making ethical decisions. It is crucial to deter-
mine accurately what chance exists for a “bad” event 
to happen. Another consideration might be just how 
negative the effect of the possible event would be. 
Because many consequences take time to develop, the 
probability of an outcome occurring must be part of 
the consideration.

Bioethicists and scientists often use statistical mea-
sures to determine risk assessments, the likelihood 
that something harmful or unintended will happen. 
Risk assessment is part of your decision-making pro-
cess every day. For instance, you know that each time 
you drive your car there is a risk that you might be in 
an accident. Assuming that you are not afraid of driv-
ing, your risk assessment probably tells you that the 
likelihood of an accident does not outweigh the need 

to get where you want to go. Cell phone use, air travel, 
drinking alcohol, the risk-benefit of taking antibiotics, 
cold medicines, vaccines or other drugs (versus the 
side effects) or making poor dietary choices are other 
good examples of risk assessments in your regular life.

Ethical Exercise Warm-up
What follows is a typical scenario regarding tough eth-
ical decision making. Although the situation may seem 
a bit harsh because it deals with a life-or-death sce-
nario, some of the biotechnologies being developed 
also deal with issues of life and death and have far-
reaching consequences.

A family pulls up to the Grand Canyon in their 
car. The parents get out to check out a refreshment 
stand and lock the car doors, leaving three young chil-
dren asleep in the back seat. But they do not set the 
brake well enough. After they’ve moved some dis-
tance away, the car slowly begins to roll toward the 
edge of the cliff. You are the only one who notices. A 
large man is standing close to where the car is headed. 
You could push him in front of the car, which would 
stop its rolling, although he would either be crushed or 
pushed over the edge himself. What would you do?

First, do you have all the facts in this situation? So 
far we have painted the scenario so you have only 
been given two choices: to let the car go over the edge 
or to sacrifice the one man for the three children. The 
question seems to be simply “Can you trade his life for 
theirs?” A utilitarian approach might consider this is 
an ethical trade, one life for three, and also consider 

tooLS oF thE trADE

In contrast to the various laboratory and 
industrial applications of biotechnology, 
bioethics requires no specialized equip-

ment. The main tools of the trade are logic and an 
open, inquisitive mind. Bioethicists must be able to 
assess a situation carefully, considering the possibilities 
from many different angles. They must include medical, 
religious, philosophical, legal, scientific, and social 
concerns and outcomes in their assessments. Bioethi-
cists must be able and willing to consider many differ-
ent viewpoints, which are often conflicting. Bioethicists 
must also be inquisitive, able to ask probing questions, 
and determine what the many factors that underlie the 
concerns. They may also find it necessary to do exten-
sive literature searches, delving into the background of 

Careful thought and an open Mind Are powerful tools for Bioethicists

a topic from numerous perspectives. Language skills can 
be an additional asset, because not all perspectives or 
literature may be accessible in a single language. Sorting 
through possible outcomes and pointing out potential 
pathways for the resolution of concerns requires reason 
and logic as well as patience. In the modern world, 
knowledge of regulatory agencies and rules is also 
extremely important. This means that bioethicists must 
not only be able to understand the regulations and laws 
currently in place but be able to interact with policy 
makers to facilitate the creation of sound regulations 
and laws. Finally, good interpersonal and communication 
skills (both oral and written) are essential for making 
the concerns, questions, and outcomes clear to all 
involved.
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with known pathogens, human cells, or potentially 
pathogenic genes require more stringent contain-
ment procedures.

Cells and products
As we have discussed throughout this book, both bac-
teria and eukaryotic cells can be genetically engineered 
to express foreign genes and proteins. This has proven 
to be an indispensable approach for producing medically 
valuable products. Think about the ethical challenges 
involved with the genetic modification of individual 
cells and the products that have emerged as a result of 
these changes.

When a product concerns human application, 
such as a therapeutic recombinant protein, there is 
not only the obvious issue of safety but also the issue 
of efficacy or effectiveness in its intended use. This 
is obviously important for an intended patient 
because the patient wants an effective treatment. 
But efficacy is also important for the manufacturer; if 
the product is not effective, there can be tremendous 
economic waste. For any drug, an important consid-
eration will be the dose at which the drug is effective, 
with minimal side effects and toxicity. Consequently 
it will also be important to establish whether the 
drug poses any carcinogenic or teratogenic haz-
ards. These considerations prevent future problems—
such as finding out that the drug cures the disease at 
one dose but kills the patient or causes cancer or 
birth defects at another dose—because they raise the 
ethical concern of harming rather than helping the 
patient and the potential problems involved in using 
the patients themselves as guinea pigs to test drug 
effectiveness.

We must be mindful of the humane treatment 
of animals in preclinical studies. We need to determine 
how many experimental animals will be the minimum 
needed to test the drug, what types of treatments will 
be necessary for the tests, and whether rodents or pri-
mates must be used. The choice of species can affect 
the action of the drug. One of the best examples of 
species difference in drug action occurred with the 
drug thalidomide, which was originally designed as a 
mild sedative. It was tested in standard laboratory 
rodents and found to be safe. However, many of the 
pregnant women who took this sedative gave birth to 
babies with severe birth defects. When the drug was 
tested on marmosets (a type of monkey), birth defects 
similar to those seen in humans resulted. It turns out 
that drug metabolism can vary among species. We 
consider the question of human experimentation in 
detail later, but the possible differences in effects on 
humans versus various animal species must always be 
kept in mind.

that the three are young lives; an objectivist approach 
might consider that it is wrong to endanger or kill any 
human life, no matter the eventual consequences. Are 
there other possible choices or alternatives?

13.2 Ethics and Biotechnology

Nature has been doing biotechnology experiments for 
much longer than humans have. Bacteria routinely 
swap plasmids and recombination and mutation occur, 
allowing the expression of new genes or new combi-
nations of genes that were not present before. How-
ever, the game changes when humans get involved 
and create new genetic combinations. As we discussed 
in Chapter 3, because of concerns with recombinant 
DNA technology as a new method, scientists met at a 
conference in Asilomar, California, in 1975 and called 
for a moratorium (a temporary but complete stop-
page of any research) until the safety of the technique 
and possible consequences could be assessed. Recall 
that a primary concern was that genetically engineered 
bacteria would escape from the laboratory into the 
environment, possibly creating new diseases, spread-
ing old diseases in a more virulent manner, or creating 
ecosystem changes that might lead to decimation of 
some species.

In the end, scientists determined that recombi-
nant DNA technology could be controlled in a way 
that would preserve safety for humans and for the 
environment while allowing the science to continue. 
In particular, guidelines were developed for different 
levels of biosafety containment depending on the 
inherent dangers of the experimental system used. 
For example, experiments with nonpathogenic bacte-
ria and nonpathogenic gene sequences require only 
minimal safety equipment, whereas experiments 

YoU DECiDE

right or Wrong?
The chief executive officer (CEO) of 

a small startup biotech company is involved in negoti-
ating a multimillion-dollar merger of his company with 
a larger biotech company because of a promising stem 
cell cloning technology his company has developed. 
However, the CEO is also aware of a significant problem 
with this technology that has recently turned up. Does 
the CEO reveal the problem and risk jeopardizing the 
merger, or does the CEO allow the merger to move 
ahead without discussing the problem? You decide.
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modified plant on the local environment. Because we 
are focusing on crop plants, the desired effect will 
likely be not only to increase the growth and produc-
tion of the GM crop plant but also to reduce the harm 
that might be caused by potential pests and diseases.

One example is Roundup-Ready soybeans. This 
soybean is genetically modified to resist Roundup her-
bicide, allowing a farmer to spray the crop and kill 
noxious weeds that would interfere with growth of 
the crop without harming the soybeans. Another 
example is Bt corn (Figure 13.2). Recall from Chapter 
6 that this GM crop is engineered to produce a toxin 
from the bacterium Bacillus thuringiensis, which kills 
corn borer larvae and other insect pests that feed on 
the plant.

gM Crops: Are You What You Eat?
A key advance in genetic engineering, and also one of 
the biggest controversies, has come from the produc-
tion of genetically modified (GM) organisms, par-
ticularly GM crops. The aim is to produce plants that 
can resist pests, disease, or harsh climates, facilitating 
the production of crops. Yet many people are opposed 
to GM crops and have an aversion to ingesting geneti-
cally modified food.

GM crops and other genetically modified plants 
present several areas of concern. The first area involves 
the plant itself. Scientists must determine whether the 
alterations in the plant’s genetics provide a benefit to 
the plant or at least do not produce a less vigorous 
plant. One question that might be worth answering is 
whether the integrity of the species (maintaining the 
original genetic composition of a species without major 
change, so that it is still essentially the same species) is 
somehow preserved along with the alteration. You 
should seek to define for yourself whether such species 
integrity is important or whether creating a “better” 
plant species is more desirable than trying to maintain 
an “old” species. In doing so, determine for yourself 
whether the genetic modification of organisms, in this 
case plants, violates any ethical codes.

Another question, on a broader scale from the 
first, is the possible effect of altered plants on the eco-
system and on overall biodiversity (the range of dif-
ferent species present in an ecosystem). We must 
determine the effect of the introduction of a genetically 

YoU DECiDE

Buyer Beware?
Because of public concern over 

the possible safety of GM foods, there have been pro-
posals for conspicuous labeling of all GM foods, even 
if there is only a minute concentration of any GM 
product in the food. The cost of testing and labeling 
could add significantly to the price of these foods, 
and the actual need for labeling in terms of safety is 
disputed. Should public fears over GM foods require 
that all such foods be labeled for consumers? Is this a 
good marketing scheme? You decide.
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FigUrE 13.2 possible interactions 
and Considerations for a gM Crop, Bt 
Corn Bt-modified crops were designed to 
protect plants against pests such as the 
cotton bollworm (top photo) and corn 
borer; but soon after their use, concerns 
were raised about possible effects on  
nontarget insects such as monarch  
butterflies (bottom photo).
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Some research has suggested a possible toxic effect 
of Bt crops on monarch butterflies, even though they 
were not a target insect and do not feed on corn. It 
would thus be important to know if the toxin affects 
specific species or groups of insects and whether non-
target insects can also be affected. One question that 
was considered was whether the toxin could be spread 
or was confined solely to the corn plant. Because corn 
is wind-pollinated, the pollen might be carried to other 
plants and be toxic to some insects at a distance. 
Researchers had to determine the likelihood of this 
happening. For the monarch butterflies, the study 
indicated that corn pollen could be spread by wind to 
milkweed plants (which are a food source for mon-
archs) located next to the GM cornfield. Monarchs 
feeding on the milkweed could then ingest the corn 
pollen (and the toxin). Scientists had to ask whether 
this was a likely occurrence and how much pollen and 
toxin it would take to kill a monarch butterfly. Think 
about the types of experiments you might design to 
test these questions. In recent years, several long-term 
studies have shown no adverse effects of monarch 
exposure to Bt crops.

There might be possible effects of cross-pollination 
between Bt corn and the transfer of engineered genes 
to other noncrop species (for example, other plants 
that might acquire the toxin gene and kill desirable 
insects, such as monarch butterflies). You would have 
to consider the likelihood of such an occurrence. The 
whole question of introducing GM plants into the nat-
ural environment needs careful scrutiny to consider 
possible long-term changes to the ecosystem and the 
effects on biodiversity. Another consideration is the 
spread of GM plants to other areas beyond where they 
are cultivated.

Another question to consider regards the product 
of the GM crop: we must consider how it will be used, 
whether it is safe to feed to animals, and whether it is 
safe for humans. We must also gather all the facts and 
make informed evaluations. Because the toxin is 
directed against insects, it seems unlikely that it would 
affect animals or humans. But making this assumption 
is not enough; evidence and tests are needed that 
could verify its safety. Think of some experiments you 
could do to test the safety of a GM product.

We should not focus only on the particular gene in 
question but also ask whether other genes or products 
present in the GM crop might have to be considered. 
For example, in many cases antibiotic-resistance genes 
are used as selection markers for genetically engi-
neered cells. Are the genes still present in the GM 
crop? And if so, can these genes be transferred from 
ingested food to gut bacteria? You should again ask 
what the likelihood is that DNA or proteins would sur-
vive digestion. Figure 13.2 shows a some of the possible 

YoU DECiDE

Should the public Be 
Consulted About the 
release of genetically 
Modified insects?

In December 2010, some 6,000 GM mosquitoes were 
deliberately released into an uninhabited forest in 
Malaysia—to the surprise of locals and international 
followers. The Malaysian trial was an effort to control 
dengue fever, a virus-based disease transmitted by 
the mosquito Aedes aegypti. The dengue virus has 
spread to over 100 countries, and the World Health 
Organization (WHO) considers the at-risk population 
for dengue infection to comprise nearly 2.5 billion 
people. In some parts of the world, dengue fever is a 
major cause of death in children. Dengue fever causes 
severe and painful flu-like symptoms in adults, which 
can sometimes lead to lethal complications. British 
biotech company Oxitec had previously released 
3.3 million GM insects in trials in the Cayman Islands 
in 2009 and 2010 in the world’s first GM mosquito 
field trial designed to control dengue-carrying carrier 
insect populations. The company claims that their 
Cayman Island trials reduced that insect popula-
tion by about 80%. In both cases the public and 
even researchers in the field were generally unaware 
of the releases until after results of the trials were 
announced. There are no policies on informing the 
public about such experiments. Should there be? Is it 
sufficient to simply inform the public that GM insects 
have been released? You decide.

interactions and considerations. We must also deter-
mine whether the product from a GM crop should be 
quarantined after the crop has been cultivated. This 
again comes back to our question of safety, especially 
regarding human exposure to or consumption of the 
product.

One consideration to keep in mind is whether the 
Bt toxin would survive food preparation and still stim-
ulate an allergic reaction. Some countries strictly limit 
the importation of GM crops, and there is a movement 
to label foods to designate their origin in terms of 
potential genetically modified plants. Some people 
believe that, based on the data, these restrictions are 
not valid and may unduly frighten consumers. What 
would be your reaction to finding a “GM” label on 
your pizza or cornflakes?

Social and economic questions also arise from the 
potential use of GM crops. The ability to modify plants 
for better, less costly production could drastically change 
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of these supplements and injections from an ethical 
standpoint. First, because these are agricultural ani-
mals, the effects of genetic modification on the prod-
ucts from the animals (milk, meat, and so on) and the 
safety of these products for human consumption were 
the main concern. One consideration was the length 
of time the supplements (especially hormones) would 
persist within the animal—that is, whether they would 
still be present when the animal products were con-
sumed by humans. If so, scientists must also determine 
whether there would be any effects on the consumer 
and whether the hormone, if present, would survive 
any cooking or the digestive process.

Little concern has been expressed about the effect 
of GM agricultural animals on the environment, but 
there are still questions about species integrity and the 
health of the animal as well as the safety of animal 
products for human consumers. Similar considerations 
are in order regarding animals that have been geneti-
cally engineered to produce medically useful products. 
These could include transgenic animals modified to 
produce a clotting factor in their milk, transgenic ani-
mals such as pigs engineered with human genes so 
their organs could be transplanted into humans with-
out being rejected, or cloned cows to be used for meat. 
Chinese scientists have created transgenic cows that 
express human milk. At what point would you con-
sider such alteration of an animal to be unethical?

Be sure to consider whether there is a point at 
which the animal might acquire enough human genes, 
cells, or attributes that you would consider it human 
and whether this would change your ethical viewpoint 
on using the animal for research. Refer back to Figure 13.1. 
Recently, English and French scientists implanted 
mouse cells into chicken embryos to demonstrate that 
mouse cells could recognize developmental signals 
from chicken cells to stimulate tooth formation. Biolo-
gists are interested in this in part because although the 
genes involved in these developmental signals are not 
active in birds (teeth were lost in birds about 70 to 
80 million years ago), it indicates that these genes can 
be activated and can stimulate tooth development 
when the proper cells are present. So what? Who 
wants to make chickens with teeth? These are good 
questions, and you may certainly ask whether these 
types of experiments are ethical uses of animals. But 
also consider that information from these experiments 
can be fundamentally valuable to clarify tooth devel-
opment and potentially in the future to develop novel 
treatments for tooth formation, replacement, and regen-
eration in humans—the main reasons for this research.

As described in Chapter 10, genetically modified 
wild species of animals such as salmon present another 
set of ethical questions, including environmental 
concerns.

the agricultural industry. Potentially, more abundant 
food could be available at a reduced cost both to the 
farmer and to the consumer. These advantages may be 
offset by potential disadvantages, however, such as the 
safety concerns described previously. Other possible uses 
for GM crops include the production of medically useful 
compounds. Safety and efficacy again become key con-
siderations in the ethical assessment for use of these 
compounds. Current U.S. policy requires not only the 
usual range of tests for safety and efficacy of medical 
compounds but also that growth of the GM plants be 
restricted. Fields must be surrounded only by other 
plants that should not cross-pollinate with the GM plant, 
all plant material must be removed at harvest, and the 
field cannot be used for a number of years after harvest.

Animal husbandry or Animal tinkering?
Genetic modification of animals raises many of the 
same questions posed by the genetic modification of 
plants. Early applications of biotechnology to animal 
husbandry have included antibiotic supplements in 
feeds and injections of growth hormone or steroids to 
increase growth of the animals. Consider the application 

YoU DECiDE

how Much return on the 
investment?

Monsanto, a company based in St. Louis, Missouri, 
created Roundup-Ready soybeans, which are geneti-
cally engineered to withstand Monsanto’s Roundup 
weed killer, a commonly used herbicide that kills 
almost all plants. Roundup-Ready seed costs several 
dollars per bushel more than conventional soybean 
seeds. Monsanto has used private investigators to 
check out reports that farmers in New Jersey had been 
recycling seed harvested from Roundup-Ready soy-
beans planted the previous year. Using seed harvested 
from a previous crop is a common practice for many 
farmers and allows them to save money on seed for 
planting a new crop. Because Monsanto invested so 
much money in their technology, they wanted farmers 
to buy new Roundup-Ready seeds each year, but farm-
ers claim they were never told their seed could not 
be replanted. Monsanto claims farmers are using their 
high-tech expensive product for free.

Should the farmers be allowed to continue their tra-
ditional practice of recycling seed? Or should biotech-
nology companies be able to enforce restricted uses 
of their products? You decide.
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who may have exhausted all other means of treatment 
and for whom the new experimental drug is a last 
resort. The rationale is that, for this subset of patients, 
there is no other possible treatment; therefore the 
experimental treatment presents at least some hope. 
However, the drug may work better with patients who 
are earlier in the progression of the cancer and thus 
might be more effective. Nonetheless, the patients 
who are in earlier stages of the disease have other 
alternatives that have already shown safety and effi-
cacy (at least to some extent).

After you have picked the patient group for the 
clinical trial, another dilemma arises. Patients have a 
right to be informed fully of the potential effects of the 
experimental treatment, both good and bad. Only 
when so informed can they be willing participants in 
the trial. This is termed informed consent. Patients 
give their consent to proceed with the experiment, 
fully informed of the potential benefits and risks that 
lie ahead. The concept of informed consent is vital to 
any procedure involving a human. If a patient is unable 
to give consent on her or his own (because the indi-
vidual is too young or in a coma, for example), a family 
member or guardian can give proxy consent. Deter-
mine for yourself why informed consent is so vital.

Placebos present another problem as far as exper-
imental procedures on humans are concerned. In a 
placebo-controlled study standard scientific practice 
involves using an experimental group (in this case, 
patients who would receive the drug) and a placebo-
controlled group (in this case, patients who would 
receive a placebo, a safe but noneffective treatment 

Synthetic Genomes and Synthetic Biology
Research on synthetic genomes has resulted in trans-
plantation of a synthetic genome into a bacterial strain 
to change the recipient microbe into the organism of 
the donor synthetic genome (Chapter 5). These and 
other future applications of synthetic biology are rais-
ing many ethical questions about what should and 
should not be done with synthetic genomes and their 
potential uses to create novel life forms.

The Human Question
Many of the thorniest questions regarding biotechnol-
ogy, and some of the most contentious debates, 
revolve around humans. Even simple scientific proce-
dures can evoke strong emotions and stir profound 
controversy when humans are the subjects. Why do 
you think the use or potential use of humans experi-
mentally causes such strong reactions? Later we dis-
cuss how the mere definition of what is human has 
become an area for debate.

For now, we look at a simple example based on a 
potential anticancer drug generated through biotech-
nology. Suppose the drug has moved along to the 
point where it was ready for clinical trials. We must 
decide to whom we will administer the drug as a test. 
Because it is an anticancer drug, we will naturally give 
it to patients who have the type of cancer targeted by 
this drug. We must decide, however, whether to give 
it to all patients with that type of cancer or only to 
those in the most advanced stages of disease—those 

You DeciDe

Should clinical Trial Data Be Public or Do They Belong to the Drug company?
In 2002, the National Institutes of 

Health (NIH) launched Clinicaltrials.gov to help patients 
and physicians find information on nearby clinical trials. 
The current registry contains information on over 108,400 
clinical trials in more than 174 countries. This registry 
has been voluntarily utilized by most biotech and drug 
companies because it excludes early-stage trials, where 
sensitive business information could be lost. For several 
years a congressional bill (S.467—the Fair Access to 
Clinical Trial Act; FACT Act) has been debated; it was to 
call for mandatory disclosure of the results of clinical tri-
als in a public database. Some claim that the information 
could help patients determine whether to participate, but 
some in the drug industry say it is unnecessary and will 
stifle innovation. 

The FACT Act was never passed as a law. The bill pro-
posed to require open access to information from phase 
1 trials, which enroll healthy patients in small numbers. 
According to some industry spokespersons, however, 
such information would be of little value to patients. 
The advocates for the bill claim that companies could 
benefit from sharing early-stage trials to prevent new 
drugs from repeating the same mistakes that had 
already produced negative results. In defense of the 
industry, biotech companies rely on venture capital 
funding, and if early data are shared with other com-
panies, it is claimed that funding for innovation would 
dry up. Is the benefit worth the risk that it may reduce 
funding for drug research? Is there a better solution? 
You decide.
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key elements in the debate have been ethical ques-
tions about embryos as a source of stem cells.

As a society, we have not been able to agree 
whether it is ethical to destroy early-stage human 
embryos for research that may potentially be of benefit 
to thousands of patients. Unlike organ donation, in 
which an individual may donate one of two paired 
organs while alive or after his or her death, the process 
of harvesting embryonic stem cells destroys the donor 
(the embryo; Figure 13.3). The use of human embryos 
as a source of stem cells is a very controversial topic, in 
part because it raises questions such as, “When is the 
embryo considered to be a person? Is it ethical to 
destroy a human embryo to harvest stem cells that 
may benefit many other humans?

We must resolve the focal question, which exam-
ines the moral or ethical status of a human embryo. 
Biologically the embryo is a human being, species Homo 
sapiens, just starting out on the developmental journey. 
We must weigh the relevance of different developmen-
tal milestones for being considered human against the 
simple biological fact that the embryo is a member of 
our own species. Biologically, an embryo is a member 
of the human species, but the question of the moral 
status of a human embryo goes beyond the biological 
and also revolves around what some have termed the 
status of personhood. This term has been used to 
define an entity that qualifies for protection based not 
on an intrinsic value but rather on certain attributes, 

such as a sugar pill or saline injection). In a completely 
randomized double-blind trial, neither the patients 
nor the doctors administering the treatment would 
know who received the real drug and who received 
the placebo. Informed consent should play a role in 
this type of experiment. Using placebos is part of objec-
tive science, but we must look at whether it is ethical. 
Objective science may not always be the best approach 
or the ethical approach.

What Does it Mean to Be human?
Many of the current ethical debates about stem cells 
and cloning revolve around the moral status of the 
human embryo. As we discussed in Chapter 11, stem 
cells may hold the potential for tremendous break-
throughs in regenerative medicine, making possible 
the repair or replacement of damaged and diseased tis-
sue in many diseases such as heart disease, stroke, Par-
kinson disease, and diabetes. As you know, there are 
many possible sources of stem cells, including embryos, 
fetuses, umbilical cord blood, adult tissues, and even 
“tamed” tumor cells (Figure 13.3). These sources of 
stem cells are in addition to nuclear reprogramming 
options such as making induced pluriopotent stem 
cells from human somatic cells. Much of the stem cell 
debate has centered on the scientific question of the 
abilities of different stem cells to transform into other 
tissue types for the treatment of diseases; however, 
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sperm cell form an embryo, and any somatic cell can 
contribute a nucleus to form a cloned embryo. Con-
sider, then, whether there is something special about 
having a complete human genome in an egg cell.

Considered in the context of using human 
embryos to isolate embryonic stem cells, the debate 
regarding the necessary destruction of the embryo is 
contentious. Certainly, embryonic stem cells can theo-
retically be used to form any tissue, with the potential 
for transplants to repair or replace damaged or dis-
eased tissue. This might suggest that it would be ethi-
cal to destroy human embryos for research if, from 
that destruction, it meant that such research could 
lead to treatments for disease. However, based on cur-
rent published evidence, one question that first must 
be asked is whether embryonic stem cells are as good 
for potential treatments as claimed. Another consider-
ation that has both ethical and scientific components is 
whether other viable alternatives, such as adult stem 
cells or induced pluripotent stem cells, are just as good. 

such as self-awareness. List for yourself the advantages 
and disadvantages of this concept of personhood. One 
concern with it might be the question of who decides 
which attributes count in evaluating whether a partic-
ular human being can be valued as a person.

Regarding embryo research, some have taken this 
attitude: “Not a person, not a problem.” They reason 
that a human embryo is microscopic, not yet possessing 
a beating heart, brainwaves, arms, or legs. Of course 
those things develop later, but at a very early stage the 
embryo lacks what we usually associate with our con-
cept of humanity. There are obviously various views of 
the status of the human embryo, and no consensus. 
Some say it is simply a clump of cells, just like a chunk 
of skin. Others believe it is a form of human life deserv-
ing of profound respect—a potential person. Still others 
maintain that an embryo has the same moral value as 
any other member of the human species. Consider the 
question of whether any human cell deserves respect as 
a potential person. When combined, an egg cell and a 

YoU DECiDE

Celebrity, Shame, and Stem Cells
Dr. Woo Suk Hwang of Seoul Na-

tional University in South Korea was thought to be a 
pioneer in stem cell research. Dr. Hwang was treated 
to free airfare to travel around the world, high fees for 
speaking engagements, high-society parties, regular 
appearances on television, and other perks not typically 
associated with the life of a scientist. Hwang became 
a source of national pride in Korea primarily for claims 
that his research group had created the first cloned 
human embryo and stem cells derived from human 
patients. This work was published in 2004 and 2005 
in highly heralded papers in the prestigious journal 
Science. But by December 2005, Woo Suk Hwang’s 
celebrity and his career were quickly falling apart in 
disgrace and he resigned from his position. Current and 
former members of his own research team as well as 
a collaborating lab revealed evidence suggesting the 
falsification of data and allegations of unethical means 
for obtaining donated eggs. It was subsequently deter-
mined that data and figures had indeed been falsified 
and manipulated; the lab had not cloned an embryo or 
derived patient-specific stem cells as claimed. Among 
these issues of unethical actions was concern about how 
eggs had been collected for the work (initially Hwang 
reported that anonymous donors had provided the eggs) 
and lies about the number of eggs used. It turned out 
that junior researchers in Hwang’s lab were among the 

donors and that donors were paid for their eggs. Women 
were also paid to take fertility drugs to provide eggs. 
Hwang’s fall from grace was highly publicized around 
the world, and it served to further support the claims 
of groups speaking out against stem cell work—groups 
that were already skeptical regarding the highly lauded 
potential of stem cells.

Bioethicists claimed that Hwang failed to adhere 
to the West’s ethical standards when he paid women 
for their eggs and used junior researchers who 
worked for him to provide eggs. But the South Korean 
Health Ministry deemed there was no ethical prob-
lem because the eggs were donated voluntarily, with 
no evidence that junior researchers were coerced to 
provide them. The ministry, in other words, deter-
mined that Hwang had not violated existing laws. 
The ministry further explained its conclusions by 
saying that Western-trained physicians and scientists 
considered donations from vulnerable junior research-
ers as unethical because they might feel pressured 
to satisfy their supervisors and donate involuntarily. 
The ministry went on to say that although research-
ers in South Korea abide by ethical procedures in 
conducting research, they generally do not focus on 
ethical issues as much as is common in the West. Was 
it ethical for Dr. Hwang to collect eggs from junior 
researchers? You decide.
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embryos, left in frozen storage after a couple has used 
other embryos for implantation and ideally pregnancy 
and birth, may be donated (with the couple’s consent) 
for research. Depending on the IVF clinic or the coun-
try, frozen embryos may be discarded after a certain 
period of time. List for yourself the necessary ethical 
considerations in this instance. Some say that it is ethi-
cally valid to use these embryos for research if they 
would otherwise be discarded—that some ethical good 
could be salvaged from their existence if they were to 
contribute to a potential therapy or new in scientific 
knowledge. Others say their destruction for research 
crosses an ethical line inconsistent with the purpose 
for which they were originally created.

Another potential source of human embryos is the 
specific creation of embryos for research purposes. 
Some have argued that the use of spare embryos for 
research is ethically valid (reasoning that this could be 
salvaging a potential good out of certain destruction) 
but that the specific creation of embryos for research is 
not. To determine whether this argument is ethically 
consistent, consider whether there is any difference in 
the embryos biologically or only in a view of the intent 
or use of the embryos.

Should humans and other Animals Be 
Cloned for Any reason?
Creation of embryos by somatic cell nuclear transfer 
cloning raises many of the same questions encountered 
with stem cell research, with the added complexity of 
the technique and the potential “identity” of the clone 
(Figure 13.4). A cloned embryo created for transfer 
into a uterus and implantation faces many risks and 

The ethical questions then take on a new form, asking, 
on the one hand, whether research on embryos is nec-
essary if science is to explore all possible avenues for 
medical breakthroughs or, on the other, whether the 
calculation now indicates that the alternative makes 
ethically contentious research unnecessary. Of course 
one ethical position would be that even if there are no 
alternatives, the ethical cost is too high to justify the 
destruction of embryos.

Interestingly, even some people who view a 
human embryo as a potential person and not a real-
ized individual oppose destruction of human embryos 
on ethical grounds. The concern is not directly with 
the embryo and its status but rather with how society 
views any human life. From their point of view, we 
are embarking on a slippery slope in which the 
destruction of human beings for medical use or experi-
mentation might move from the use of embryos to the 
use of born individuals. Once again, we return to the 
question of personhood, especially as a societal con-
struct that might rank different humans based on their 
quality of life and on their usefulness to society.

Spare Embryos for research versus 
Creating Embryos for research
As we consider the question regarding the moral status 
of the embryo, there are varying views based on the 
original purpose for which the embryo was created or 
on the method by which the embryo was created. 
Contrary to a common misconception that aborted 
fetuses are used for stem cell research, the primary 
source of embryos for this research is “excess” embryos 
from in vitro fertilization, or IVF (Chapter 11). These 
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by the parents and others based on what was achieved 
by the donor of the clone’s genetic material.

The cloned cat “cc” (Figure 13.5) looks very 
similar to the cat that donated her genetic material, 
but her coat pattern differs slightly from the donor’s. 
These differences occur because of subtle epigenetic 
changes during development. Our genes determine 
many of our physical characteristics and predispose 
us to various diseases or behaviors, but after we are 
born there are many experiences and environments 
that make us who we are and who we will become. 
Those experiences cannot be duplicated, so the clone 
will grow up differently than the one who was 
cloned and may behave quite differently. A clone of 
Einstein might become an artist instead of a scientist. 
A great deal more affects us and our makeup than 
just our genetics, including our environment and 
experiences.

So far we have considered the creation of a cloned 
human embryo with the intent of producing a live-
born child. However, this is not the only proposal for 
the creation of cloned human embryos. Creating 
human embryos for therapeutic cloning could lead 
to matched embryonic cells for patients (Figure 13.4) 
and to valuable human research models for the study 
of genetic diseases and cancer. Although this might 
sound like a potentially valuable and ethically valid 
reason for creating cloned human embryos, others 
argue that such embryos should not be produced.

safety factors for its own development and growth, 
both before and after birth. The success rate for live 
births and the subsequent survival of the clones is 
extremely low. As we discussed in Chapters 7 and 11, 
we know that there can be a number of problems, 
some subtle and some very severe, with the health of 
clones.

One consideration is whether creating a cloned 
human embryo with the intent of initiating a preg-
nancy and live birth should be considered another 
type of assisted reproductive technology similar to IVF 
or whether (because of the safety risks and low success 
rates) it should be considered unethical human 
research. Societal questions regarding the identity of a 
born human clone must also be taken into consider-
ation. For example, if a couple decided to create a 
cloned child using a donor cell from the wife, the clone 
would not be a genetic daughter but rather the wife’s 
sister, a late-born twin, and would not be related to 
the husband at all. Ethical considerations related to the 
clone include how the lack of relatedness to one par-
ent might change kinship and family relationships. 
Given that the clone is a “copy” of one of the “par-
ents,” the clone, once born, might be expected to “live 
a better life” than the person who was cloned. Another 
potential concern arises if a previously existing person, 
now deceased, had been cloned. The genetic makeup 
of the clone would already be known, already dictated, 
because the process of cloning reproduces a previously 
existent individual. A clone may be expected to live up 
to that genetic legacy, with heightened expectations 

YoU DECiDE

the Same or Different?
Consider the following scenario. 

An embryo is created by in vitro fertilization for a 
couple who want a child. However, it is known that 
the couple carry a genetic disease, and there is a 
100% certainty that the embryo will have the disease. 
Scientists working with the couple isolate embryonic 
stem cells from the embryo. In culture, they are able 
to repair the genetic problem in the cells. Some of 
the embryonic stem cells are then packaged in the 
form of tetraploid embryonic cells, creating an embryo 
that is implanted into the woman and carried to term. 
The infant that is born does not have the genetic dis-
ease, and neither will any of that child’s offspring. In 
addition to the several ethical questions that can be 
discussed regarding this scenario, consider this one: 
Is the born child the same human/individual/person 
as the original embryo? You decide.

FigUrE 13.5 the First Cloned Cat, “cc” (the Carbon  
Copy Cat)
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control over their tissues when they donate them. 
Related to this, there have even been situations 
where donated sperm samples were used to fertilize 
eggs and produce children without the consent of 
the individual who donated the sperm, thus making 
men fathers without their consent. Overall, U.S. reg-
ulations are increasingly favoring written, informed 
consent without coercion for any donor subject. As 
stem cells and regenerative medicine technologies 
become more common, undoubtedly the issue of 
patients’ rights regarding biological materials will 
become even more complex and require greater 
scrutiny and ethical consideration.

genetic information
The Human Genome Project has led to the identifica-
tion of genes responsible for or contributing to many 
disease states. This knowledge has also led to new 
strategies for genetic testing and treating genetic dis-
ease. But because the story told in our DNA could 
become so easily read, there is a growing concern over 
the privacy of that information. One’s DNA sequence 
can be a truly unique identifier. Researchers especially 
must take care to guard the confidentiality of those 
who have donated DNA for sequencing and testing. 
Because a free flow of scientific information ensures 
rapid dissemination of ideas and facilitates scientific 
advances, we next look at some of the ways in which 
scientists can safeguard genetic information to assure 
individual research subjects or groups of subjects that 
their privacy will be maintained. This is important not 
only to reassure research subjects but also for scientists 
to maintain the continued trust of people and their 
willingness to participate in research projects. A sam-
pling of some of ethical questions about genetic infor-
mation include the following (refer back to Chapter 11 
for more a extensive discussion and further questions 
about genetic testing):

■	 Should we test people for genetic disorders for 
which there are no effective treatments?

■	 What ethical obligation do physicians and sci-
entists have to divulge genetic testing results if 
analysis of a person’s DNA reveals mutations 
unrelated to the original reasons for the test?

■	 A negative result from a genetic test does not 
always rule out the future development of certain 
diseases, nor does a positive result always mean 
that an individual will develop a disease. How do 
we effectively communicate the results of genetic 
tests and actual risks to the person being tested?

■	 Should it be possible for someone to be tested for 
non-disease-related genes affecting such traits as 
intelligence, skin color, height, or weight?

One argument against the creation of cloned 
human embryos is not based on the embryo’s inherent 
value as a human or person but on the argument that 
the creation of human embryos for such purposes 
could lead to human commercialization, making any 
human life a commodity to be bought, sold, and used, 
thus cheapening life in the process. Still others have 
argued that we should not be creating human embryos 
in a manner that manufactures human life, the so-
called designer embryos.

One argument in favor of creating cloned human 
embryos relies on the assumption that if an embryo is 
not created by normal means (in this case meaning by 
fertilization), it is not human. Each of these arguments 
is based on different definitions of what it means to be 
human and the value placed on human life. Interest-
ingly, nearly 30 years ago, similar ethical debates about 
what it means to be human arose when Louise Brown, 
the so-called test tube baby, was conceived by in vitro 
fertilization. And now even the most conservative 
groups, including many religious sects, consider in 
vitro fertilization to be a completely ethical way in 
which to conceive an embryo.

patient rights and Biological Materials
Consider how you would feel if the following scenario 
happened to you. You are being treated for a disease 
such as leukemia and you donate blood, bone mar-
row, and spleen cell samples for analysis as part of 
your treatment. You later learn that the physicians 
treating you developed cell lines from your tissues, 
which they patented and then used to bring substan-
tial financial rewards. Such situations have in fact 
occurred and resulted in a number of patients’ law-
suits. In these cases, patients have claimed that prior to 
providing their informed consent to extract the cells, 
not told that their physicians would conduct research 
on their cells and that they would benefit financially. 
Patients and lawyers have claimed that these examples 
represent a breach of the doctor–patient relationship 
and an example of a “principle of unjust enrichment.”

In most of these cases, patients have sought a 
share of financial compensation for their cells. In sev-
eral high-profile cases, courts have ruled that physi-
cians do have a duty to disclose their personal interest 
in research and potential economic matters unrelated 
to patient treatment. But courts have also ruled that 
donors of cells and other biological materials do not 
have ownership rights of their biological materials, 
and physicians and scientists who develop patents and 
receive financial benefits from these materials are not 
liable for patient compensation.

Many donors are unaware that they do not own 
their own cells and they relinquish a large degree of 
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Current and proposed somatic gene therapies 
involve the treatment of existing genetic diseases. 
However, we should consider the possibility of genetic 
treatments for conditions where there is only a genetic 
tendency toward a particular disease and there is no 
certainty that the disease will occur. One possibility is 
breast cancer, in which genes (such as mutations in 
BRCA1 and BRCA2) have been identified that can 
increase the risk for development of the cancer. We 
must consider the difference between a genetic disease 
and a genetic attribute. For a genetic disease such as 
SCID, it is known that an individual with such a 
genetic problem will definitely develop the disease. 
However, a genetic attribute does not mean that the 
disease condition already exists or that it will inevita-
bly develop. If we consider attributes that may not 
necessarily lead to a disease or may not even be associ-
ated with an increased risk for disease, we extend our 
considerations of genetic engineering beyond the ther-
apeutic and begin to contemplate whether we will 
consider other potential genetic modifications as ethi-
cally acceptable, going beyond treatment for an exist-
ing condition to alterations and even enhancements of 
the human genetic composition.

Consider whether enhancing our individual 
genetics, perhaps to increase muscle mass or the oxygen-
carrying capacity of red blood cells, might also be 
considered medically necessary for the health of the 
individual, even if it were really just a personal prefer-
ence. The prohibition of such genetic alterations could 
be regarded as an infringement of individual rights. 
Because this individual’s genome would be altered to 
something other than the normal, we must reconsider 
the question of whether he or she would still be con-
sidered human as well as just what we might include 
in that definition. Many questions surround the pos-
sibility of gene doping in athletes; that is, using gene 
therapy for genetic modification to enhance human 
traits important for sports. Genetic techniques applied 
to animals have demonstrated enhanced muscle func-
tion, increased blood cell production and oxygen 
content, and enhanced metabolism and endurance 
performance.

The question of what makes an organism human 
becomes more pressing when we look at the potential 
of germline genetic engineering. In this case, the 
genetic alteration is done in the sperm, egg, or early 
embryo. This can actually make the manipulation more 
effective than somatic genetic engineering because the 
genetic modification can affect every cell in the indi-
vidual’s body, making the genetic alteration inherit-
able. Potentially this could mean the elimination of 
some genetic diseases, because those genes could be 
removed from the human gene pool. Of course, any 
problems resulting from the genetic alteration could 

■	 Identifiability, the potential for disseminated 
genetic data to be associated (or reveal the confi-
dential identify) of specific individuals, is a major 
concern. How can electronic medical record keep-
ing prevent identifiability even when patients 
agree to share or release certain aspects of their 
medical records?

We have discussed controversies associated with 
direct-to-consumer genetic tests (Chapter 11). As the 
identification of genetic traits becomes more routine in 
clinical settings, physicians will have to ensure their 
patients’ privacy. There are significant concerns as to 
how genetic information could be used negatively by 
employers, insurance companies, government agen-
cies, or through perceptions acquired by the general 
public. Genetic privacy and the prevention of genetic 
discrimination will be increasingly important in the 
coming years. In 2008, the U.S. House of Representa-
tives passed bill H.R. 483, the Genetic Information 
Nondiscrimination Act (GINA). The Senate also 
passed an identical bill (S. 358), and shortly thereafter 
President George W. Bush signed the GINA into law. 
This act prohibits discrimination based on genetics or 
the improper use of genetic information in health 
insurance and employment.

More or Less human?
The first successful example of gene therapy involved 
children suffering from severe combined immunodefi-
ciency syndrome (SCID; Chapter 11). Individuals with 
SCID are born without an effective immune system, 
primarily because of one defective gene in their 
immune cells. Successful treatments have used adult 
stem cells from the children’s bone marrow, using 
genetic engineering to add the correct gene and replac-
ing the engineered stem cells back into the patients 
(refer to Figure 11.15).

Think about some of the ethical considerations 
associated with gene therapy technology. Gene ther-
apy treatments such as those used to correct SCID 
seem wildly successful, so one might think there 
should be no concerns. However, because these are 
experimental medical procedures, there are certainly 
issues of informed consent, safety, and efficacy. One 
safety issue that has arisen is the potential for cancer 
formation. As discussed in Chapter 11, an adenovi-
rus vector used for gene therapy has led to leukemia 
in several children. This consequence has aroused 
considerable concern about future genetic therapies, 
especially using this particular viral vector. So one 
ethical consideration might be the risks associated 
with altering an individual’s genetics, especially the 
specificity of the targeting for insertion of the 
replacement gene.
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are known by the reviewers or by political pressure 
from members of Congress.

We should consider not only how research pro-
posals are evaluated and their chances of success but 
also the possibility of their contributing to the breadth 
of scientific knowledge (because in science, it is diffi-
cult to know where the next major breakthroughs 
might come from and what background knowledge 
might lead to such breakthroughs). Additional consid-
erations are the costs of and access to any treatments 
that might be produced. Funding for research might be 
so costly that only the rich would be able to benefit 
from it, or it might prove to be a colossal waste of 
money and time; it might simply suggest that other 
avenues of research would have a better chance of 
producing useful results. Because the possible sources 
of funding for research are limited, funding decisions 
may have to be weighed in terms of whether funding 
one type of research might decrease the funding of 
another, potentially more successful line.

A biotechnology company with a potentially prof-
itable idea typically has to seek funding from venture 
capitalists and other investors willing to fund the R&D 
necessary for product development. If such investors 
are risk-averse but seeking a profit, who will fund 
risky experimental research that is expensive but has 
great potential for saving lives or leading to some new 
and useful technology?

also be inheritable, as could any genetic enhancements. 
Consider whether this type of genetic modification, 
which would affect not only the treated individual but 
also future generations, might be ethically acceptable. 
Some of the potential outcomes of removing or adding 
genes in the human gene pool could include the elimi-
nation of genetic diseases or disease susceptibility, 
enhanced human performance, increased or decreased 
human life span, and increased cancer risks.

One Nobel laureate has been an advocate of this 
type of research because it could lead to the develop-
ment of a “better human being”; but we might pause 
to consider just what constitutes “better” and whose 
definition should be utilized in these decisions. 
Another potential outcome sometimes mentioned for 
germline genetic alteration could be the creation of a 
new, superior species of human—the basic concept 
behind eugenics. One potential negative associated 
with this outcome could be splitting humans into dif-
ferent genetic social classes.

13.3  Economics, the role of 
Science, and Communication

We cannot escape the fact that money plays a major 
role in research decisions. Private investments as well 
as government funds fuel research and development, 
and individuals and companies alike seek to use bio-
technology for discoveries that will be profitable. 
Biotechnology is a business, after all.

Not only is scientific research expensive, but proj-
ects, companies, and careers may live or die depending 
on the funding for and profitability of the research. 
There is clearly not enough money to fund every sci-
entific proposal, whether the proposal is from a uni-
versity faculty member doing research or a company 
working to develop a new product. Research funding 
is often evaluated based on whether it will increase 
our knowledge about fundamental aspects of science 
or produce a discovery or product that improves our 
lives.

Many college and university researchers seeking 
funding submit research proposals to funding agen-
cies. These proposals are then reviewed by panels of 
scientists who make recommendations to the funding 
agencies about which projects should be funded. But 
the amount of money and even some of the decisions 
on funding direction also come from those providing 
the money, especially the U.S. Congress. Most of the 
decisions are based on the potential success of the sci-
ence, its novelty, and its potential application to health 
and general knowledge. However, some of the deci-
sions may also be affected by how well the scientists 

YoU DECiDE

What to treat Using  
gene therapy

In Chapter 11, we discussed some of the unresolved 
scientific questions surrounding gene therapy. There 
are also many ethical concerns about gene therapy 
and the risks associated with it. Do the patient and 
his or her family members understand the risks as-
sociated with gene therapy trials? For instance, Jesse 
Gelsinger (recall from Chapter 11 that Jesse died as a 
result of his gene therapy) had a relatively mild form 
of a disease that was being successfully treated with 
medication. Should he have been a gene therapy trial 
participant? Gene therapy is currently very expensive. 
Should everyone have access to gene therapy treat-
ments regardless of the cost? What types of disease 
and conditions should be subject to gene therapy (for 
example, only deadly diseases)? What about treat-
able diseases for which gene therapy would be used 
so patients would not have to take daily but effective 
medications? What about cosmetic conditions such as 
baldness? You decide.
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potential ethical problems associated with patenting of 
genes or cells and consider possible alternatives or 
compromises that might be reached to allow research 
to continue.

Ethical questions regarding biotechnology also 
touch on science’s role in society (Figure 13.6). Sci-
ence and technology have provided discoveries and 
inventions that make our lives happier and health-
ier. But it is important to consider whether scientists 
should have unlimited freedom for research. It is 
often difficult to know what the source of the next 
major breakthrough will be, and sometimes, new 
discoveries arise from unexpected sources and paths 
that many scientists may not even consider worth 
following. We must determine how science can best 
serve society. The whole concept of regulating some-
thing as unpredictable and free-flowing as scientific 
discovery is difficult. It is also hard to know who 
should decide these questions—scientists because 
they know how science works, policy makers because 
they must set the rules, or society because it is most 
affected by the decisions. Consider what types of reg-
ulations might best serve the needs both of science in 
furthering discovery and of society in furthering 
health care and ethical interests. Bioethics becomes 
critically important to the biotechnology industry 
because ethical discussions and debate are often the 
driving force for making laws in general (laws that 

We could even extend the discussion of economics 
to ethical issues such as whether it is acceptable to pay 
women to donate eggs for stem cell research. The lack 
of quality eggs left over from IVF coupled with the 
increased demand for eggs as stem cell research 
becomes more common is driving a need for human 
eggs. In June 2009, New York became the first state to 
allow public money to be used in this way—up to 
$10,000! Some of the ethical issues here revolve 
around the risk associated with hormonal stimulation, 
potential complications, and the invasive approaches 
required to harvest eggs. Many economic and noneco-
nomic questions revolve around this issue:

■	 Should women be paid as egg donors?

■	 If so, should there be limits on such payments?

■	 Should there be a limit on how many times a 
woman can donate eggs over a particular period 
of time or should she be allowed to serve as a 
“serial” donor, giving dozens of eggs over time?

■	 Will paying for eggs create a market wherein  
women use egg donation as a form of employment?

Intellectual property rights are also important 
as we consider the ethical implications of research 
and its funding. The patenting of intellectual prop-
erty—whether it be isolated genes, new cell types, 
GMOs, or even embryos—can be lucrative for the 
discoverers but may also pose ethical and scientific 
dilemmas. For example, consider the possibilities 
for a human gene that has been isolated and char-
acterized—and then patented by the discoverer. 
The person or company holding the patent could 
require that anyone attempting to do research with 
the patented gene pay a licensing fee for its use. 
Should a diagnostic test or therapy result from the 
research, more fees and royalties might be required. 
This could make it difficult or expensive to carry 
out research on some genes or limit the clinical use 
of the patented gene. In Chapter 12 we discussed 
some of the controversies surrounding the patent-
ing of genes. In 2011, a federal appeals court ruled 
that human genes can be patented, reversing a 
lower court’s ruling involving a test for breast can-
cer (i.e., the BRCA1 and BRCA2 genes). It is expected 
than an appeal will be filed by the American Civil 
Liberties Union to challenge this ruling.

Some physicians have already complained that 
they cannot afford to pass on the charges of certain 
genetic tests to their patients owing to licensing restric-
tions. However, limiting or preventing patents for 
genes or genetic tools could remove the incentive for 
pursuing such research, especially for companies that 
hope to profit from their research. Compile a list of 

FigUrE 13.6 Ethical Decision Making is an Essential part 
of Science
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outcomes might be disastrous for both science and 
society. If the public believes scientists are insensitive 
to ethical questions in their research, scientists will 
have a hard time earning the public’s trust. Consid-
eration of all the facts is important. Integrity in 
research is essential, but so is integrity in the com-
munication of science.

Many of these ethical questions involve difficult 
decisions affecting not only yourself but other lives as 
well, both now and into the future. It would always 
be easier if the decisions, especially the tough ones, 
could be made for you. But the latter approach 
assumes that the decision maker has all the facts or 
has objectives that match your own. It also involves 
giving up your individual freedom in making those 
decisions, as well as your individual responsibility. 
With freedom comes responsibility—if you make 

govern the population’s behavior and certainly laws 
that will regulate the biotechnology industry) once it 
becomes a general consensus of a particular popula-
tion that a law is necessary.

Accurate, honest communication is vital to the 
success of science in general and biotechnology in 
particular. Scientists must be willing and able to 
communicate openly and candidly with other scien-
tists but also and more importantly with the general 
community. A public that cannot understand and 
appreciate the importance of the contributions that 
science makes to their daily lives will not support its 
endeavors. Straightforward communication is neces-
sary, without overstating the potential of the 
research or the imminence of the results and with-
out using confusing terminology. If the public and 
the policy makers believe they have been misled, the 

There are over 100 academic bioethics 
research centers around the world. Pub-
lic interest in bioethics is at an all-time 

high, and there are many exciting career opportunities 
in this field. Traditionally, medical ethics has been a 
concern from the time Hippocrates swore to “First, do 
no harm”; but bioethics became a discipline only in 
the 1980s. As concerns over issues such as abortion 
and euthanasia were raised, doctors consulted with 
religious scholars, priests, rabbis, and philosophers to 
develop the field of bioethics. In the late 1980s, there 
was increasing consultation and involvement from 
lawyers and scientists. All these pathways (medical, 
religious, philosophical, legal, scientific) have contrib-
uted to the development of the discipline of bioeth-
ics, and there is still no very clear path to follow for a 
bioethics career.

Many people working in bioethics train in science or 
medicine initially and then pursue a master’s degree in 
bioethics. Some begin in law school, some start with a 
Ph.D. in philosophy, and now there are Ph.D. programs 
in bioethics. Other starting points may be in medical an-
thropology, medical sociology, the history of medicine, 
or nursing. There is still much controversy over the best 
training to develop proper credentials for bioethics. One 
nearly universal agreement is that training should be 
interdisciplinary: It should include a broad knowledge 
base, language skills, and the ability to communicate 
across such multiple disciplines as religion, science, and 
medicine.

Choosing the right path of training depends to a great 
extent on a person’s interests. Start by assessing your 
own interests and skills as they relate to bioethics. You 
should also investigate what possible jobs are available 
so you can anticipate the necessary training. A good 
place to start is the NIH “Careers in Bioethics” website 
(see the Keeping Current list of websites on the Com-
panion Website).

Skills in this area can convince employers of your po-
tential. When biotechnology employers look at potential 
employees, they do not simply look at academic creden-
tials and work experience. Meeting the specifications in 
the job description is essential, but possessing some of 
the intangible skills that can make prospective employ-
ers call you for an interview is often more important. 
Employers often look for well-rounded employees who 
not only will work well in teams but also are diplomatic, 
resourceful, and able to build networks among their 
peers. Let employers know that you possess these skills, 
even if you have acquired them over the years in other 
work experiences than those called for in the applica-
tion. Employers also want to know that their workers 
can tackle complex issues with integrity and appropriate 
ethical consideration.

Be prepared to defend any so-called soft skill you 
possess with clear examples, but don’t be afraid to sell 
yourself or your abilities.

Adapted from P. Watson (2003), Transferable Skills for a Com-
petitive Edge, Nature Biotechnology, 21: 211.

CArEEr proFiLE

Career paths in Bioethics
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 5. Is there a difference between a human being and 
a person? Why or why not?

 6. There is never enough money available, even 
from the government, to support every scientific 
research proposal that is submitted to funding 
agencies. How should decisions be made about 
which of these proposals are a waste of money 
and which will yield discoveries that may change 
human life forever? When competing scientists 
are applying for research grants, what principles 
should guide decisions on how the available tax 
money is to be spent? Should ethical concerns be 
a part of such funding decisions?

 7. Suppose that gene therapy could be used to lower 
levels of cholesterol and saturated fat in the blood, 
thus allowing people to consume fat-rich fried 
foods with little risk of heart disease. However, 
this treatment might not work for everyone, and 
there would be no way of knowing in advance 
who would benefit. As a result, some people 
would inevitably die prematurely from heart dis-
ease. Should such gene therapy be approved for 
use in humans? Answer this question by briefly 
describing how a bioethicist who believes in a 
utilitarian approach might view this scenario, 
and contrast this perspective with a deontological 
viewpoint.

 8. When drug companies find out that a drug target 
is not responding to their new drug, do they have 
a legal obligation to inform other drug compa-
nies?

 9. If a food allergen can be removed from food prod-
ucts by using a recombinant plant food source and 
a consumer is harmed by the unwillingness of a 
producer to utilize the GM source, could the com-
pany be found liable for the harm created?

10. If a single cell is removed from an embryo in vitro 
and kept to be used for future organ regeneration 
but the embryo is not harmed and can continue 
to develop normally, is this an ethical use of 
human embryonic tissue?

11. Michelle, a 21-year-old doctoral candidate in sci-
ences at one of the best universities in the United 
States, is an attractive woman. To earn a little 
extra cash, she responds to an ad in local newspa-
per from a fertility clinic seeking women eager to 
donate eggs for infertile couples seeking to have 
children. Michelle will be paid for these eggs, 
about $5,000 each. Over a period of several years 
she donates eggs for infertile couples and eggs for 
somatic-cell nuclear transfer procedures used to 
create embryos for deriving embryonic stem cells. 

choices, you are responsible for those choices, and 
your choices affect not only you but others as well. A 
person who is clever knows the best means to achieve 
an end; a person who is wise knows which ends are 
worth striving for.

MAking A DiFFErEnCE
For this “Making a Difference” we chose to highlight a policy 
mentioned earlier in the chapter, the Genetic Information 
and Nondiscrimination Act (GINA), signed into law in 2008 
after 13 years of debate in Congress. The ethical significance 
of this law is that it is intended to prohibit discrimination 
against individuals based on genetics. While the overall ef-
fectiveness of this law remains to be seen it is significant 
that at time when genetic testing is becoming more com-
mon, there will be a greater need to protect citizens from 
insurance and employment discrimination based on genetic 
data. Thus GINA has the potential to make a difference in 
preventing abuse based on genetic information.

QUEStionS & ACtivitiES

Answers can be found in Appendix 1.

 1. What are the two leading approaches to ethical 
thought, and how do they differ?

 2. “Last September a little girl from California named 
Molly received a lifesaving transplant of umbili-
cal cord blood from her newborn brother, Adam. 
Molly, who was then 8 years old, suffered from a 
potentially fatal genetic blood disorder known as 
Fanconi anemia. But what made the procedure 
particularly unusual was that Adam might not 
have been born had his sister not been sick. He 
was conceived through in vitro fertilization, and 
physicians specifically selected his embryo from a 
group of others for implantation into his mother’s 
womb after tests showed that he would not have 
the disease and he would be the best tissue match 
for Molly.” Was this ethical?

  Adapted from R. M. Kline (2001), Whose Blood Is It, 
Anyway? Scientific American, 284(4): 42–49.

 3. Make a chart with a list in one column of all the 
possibilities you can think of for interactions a 
GM plant might have with the ecosystem. Then, 
in the second column, list the possible out-
comes, good or bad, for each of the listed inter-
actions.

 4. If a GM crop was engineered to produce growth 
hormone, what are some of the possible ethical 
outcomes and questions that must be anticipated?
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13. If you support releasing GM organisms such as 
plants or insects into the environment, develop a 
plan for controlling the spread of these organisms.

During this time, Michelle earns around $45,000 
for her donated eggs. She will never know if any 
her eggs actually led to a successful pregnancy. Is 
this ethically OK with you? Is it acceptable to pay 
someone for their eggs? What information do you 
think potential egg donors should be told about 
before or after making a donation?

12. If a company develops a vaccine for a deadly 
disease without a cure but early studies show 
that the vaccine is effective in only about 40% of 
patients, should the company wait to bring the 
vaccine to market while they work to improve its 
efficacy (which may not be possible) and people 
suffering from the disease die, or should it be 
available immediately?

visit www.pearsonhighered.com/biotechnology 
To download learning objectives, chapter summary, 
“Keeping Current” web links, glossary, flashcards, and 
jpegs of figures from this chapter.

www.pearsonhighered.com/biotechnology


Chapter 1
1–2. Open-ended; answers variable.

 3. Bioremediation

 4. Pharmacogenomics involves prescribing a treatment 
strategy based on the genetic profile of a patient—fitting the 
drug to the patient’s genetics. An RNA or DNA sample 
from a patient with a medical condition can be analyzed 
to determine whether the genes that person expresses 
match the genetic profile of a particular disease process. 
If they do, a specific treatment approach can be designed 
according to the best-known treatment strategy based on 
the patient’s genetic profile.

 5. No product can leave a biotechnology company until it 
passes rigorous tests by the internal unit called quality 
control (QC). Quality assurance (QA) is responsible for 
monitoring everything that enters and leaves a company 
to ensure product safety and quality and tracing sources 
of problems identified by complaints as specified by reg-
ulatory agencies, such as the U.S. Food and Drug Admin-
istration (FDA). QA and QC measures are important for 
every step of research and development (R&D) as well 
as for product manufacturing, including packaging and 
marketing.

 6–10. Open ended; answers variable.

 11. Biotechnology companies often begin with a discovery 
by a scientist working in academia. For example, a gene 
or protein is found to be important in a disease process 
and may have potential applications as a recombinant 
DNA product. Starting a biotechnology company, a 
“start-up” company, to develop this protein as a product 
then requires significant initial funding to do the R&D, 
such as preclinical research in animals and then ulti-
mately FDA clinical trials (if the protein is to be used in 
humans). Sometimes a company starts with initial “seed 
money,” which may come from a few individual inves-
tors. Then if the product shows potential, the person or 
persons starting the company will seek venture capital 
(from corporations or groups wishing to provide money 
for early-stage, high-risk, potentially high-reward-earn-
ing companies) or “angel” investors (individuals who 
provide capital for a start-up in exchange for ownership 
and profit making in the company).

 12. The pharmaceutical industry is primarily involved in pro-
ducing, selling, and marketing drugs for treating humans. 
This is one similarity to many (medical) biotechnology 
companies; however, the way in which pharma as opposed 

to biotech makes such drugs differ. Pharma companies pri-
marily use synthetic chemical processes to make drug com-
pounds, whereas biotech companies use living cells to pro-
duce a drug. Pharma companies also often produce medical 
devices. In recent years many large pharma companies have 
acquired smaller biotech companies; as a result, the many 
traditional pharma companies are also doing biotechnology 
R&D. For example, the pharma company Roche purchased 
the biotech company Genentech.

 13. Open ended. No specific answer. Students sign up for 
biotech e-news.

Chapter 2
 1. Genes are sequences of DNA nucleotides—usually from 

1,000 to around 4,000 nucleotides long—that provide the 
instructions (code) for the synthesis of RNA. Most genes 
produce mRNA molecules encoding proteins, but some 
genes produce RNAs that do not code for proteins. Genes 
are contained in chromosomes, which are tightly packed 
coils of DNA and protein. Chromosomes enable cells to 
separate DNA evenly during cell division. Chromosomes 
contain multiple genes, and the number of genes in a 
chromosome can vary depending on its size.

 2. The complementary strand will be an antiparallel strand 
with the sequence 3’-TCGGGGCTGAGATAAG-5’.

 3. Biologists use the phrase “gene expression” to talk about 
the production of mRNA from a particular gene. From 
mRNA, cells translate proteins that are responsible for 
many aspects of cell structure and function.

 4. Chargaff’s rules state that the percentage of adenines is 
approximately equal to the percentage of thymines in a 
genome; the percentages of guanines and cytosines are 
also roughly equal. This is true because DNA consists of 
complementary base pairs. Adenines in one strand form 
hydrogen bonds with thymines in the opposite strand; 
guanines form hydrogen bonds with cytosines. This 
knowledge could be applied as follows: if DNA contains 
approximately 13% adenines, then it would also contain 
approximately 13% thymines. Combined, these bases 
account for approximately 26% of the DNA in the bac-
terium; therefore, the rest of the DNA (74%) consists of 
equal amounts of guanines and cytosines. Therefore gua-
nine would comprise approximately 37% of the genome 
and cytosine approximately 37%.

 5. DNA is a double-stranded molecule located in the nuclei 
of cells. Each strand of DNA is made of building blocks 
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is an essential aspect of a cell’s functions. Cells use many 
complex mechanisms to regulate gene expression. In this 
chapter, we highlighted transcriptional control as a regu-
latory process. Gene regulation allows cells to tightly 
control the amount of RNA and protein they produce in 
response to particular needs of the cell. Refer to Figure 
2.14 for an overview of gene regulatory mechanisms.

 11. Refer to Figure 2.9.

 12. Mutations that affect protein structure and function 
include nonsense mutations (which affect a codon by 
creating a stop codon), missense mutations (which 
change a codon to code for a different amino acid with 
different properties than the original amino acid coded 
for), and frameshifts created by insertions or deletions. 
Silent mutations have no effect on protein structure and 
function because these mutations of a codon do not affect 
the amino acid coded for by the mutated codon.

 13. 1’ carbon.

 14. The epigenome comprises structural aspects of DNA that 
do not involve direct mutation of a nucleotide or changes 
in DNA sequences. The epigenome includes methyla-
tion of histone proteins on chromosomes, acetylation, 
noncoding RNAs that bind to the genome, and other 
modifications. Epigenetic modifications of chromosomes 
affect gene expression. In recent years we have learned 
that epigenetic modifications play a role in disease; thus 
these modifications are being targeted for new therapeu-
tic approaches to treating disease.

Chapter 3
 1. Gene cloning is the copying (cloning) of a gene or a piece 

of a gene. The terms recombinant DNA technology and genetic 
engineering are often used interchangeably. Technically, 
recombinant DNA technology involves combining DNA 
from different sources, whereas genetic engineering 
involves manipulating or altering the genetic composi-
tion of an organism. For instance, ligating a piece of 
human DNA into a bacterial chromosome is an example 
of recombinant DNA technology, and placing this piece 
of recombinant DNA into a bacterial cell to create a bac-
terium is considered genetic engineering.

 2. DNA ligase is used to form phosphodiester bonds 
between DNA fragments during recombinant DNA 
experiments. This is an important step in a cloning 
experiment because hydrogen bonds between sticky 
ends of DNA fragments are not strong enough to hold 
a recombinant DNA molecule together permanently. 
Restriction enzymes cut DNA at specific nucleotide 
sequences (recognition sequences). Frequently DNA is 
digested into fragments with restriction enzymes as an 
important step in many cloning experiments prior to 
using DNA ligase to join fragments together.

 3. The gene sequence cloned from rats could be used to 
create primers that might be used to amplify DNA from 
human cells in an effort to amplify the complementary 
gene in humans. If one were successful in obtaining PCR 
products from this experiment, the PCR products could 
be sequenced and compared with the rat gene to search 

called nucleotides, which consist of a pentose sugar, phos-
phate group, and base. DNA is the inherited genetic 
material of cells; its genes contain instructions for the 
synthesis of proteins. RNA is copied from DNA through 
a process called transcription. RNA is a single-stranded 
molecule, which is an important structural difference 
compared with DNA. RNA contains not only nucleotides—
including the base uracil, which replaces the thymine 
present in DNA—but also a different pentose sugar 
(ribose) than that in DNA (deoxyribose). Three major 
types of RNA are transcribed: mRNA, tRNA, and rRNA; 
other forms of RNA (snRNA and siRNA) are involved 
in mRNA splicing and the regulation of gene expression 
respectively. After transcription, RNA molecules move 
into the cytoplasm, where they are required for protein 
synthesis (translation).

 6. Seven codons, six amino acids coded.

   Start Stop

  5’-AGCACCAUGCCCCGAACCUCAAAGUGAAA 
CAAAAA-3’

  The amino acid sequence is methionine-proline-
arginine-threonine-serine-lysine. Remember that 
actual mRNAs and their encoded proteins are 
much longer than shown in this example and that 
stop codons do not code for an amino acid.

 7. Only the bottom strand produces a functional mRNA 
with a start codon. This sequence is 5’-UUUAUG-
GGUUGGCCCGGGUCAUGAUU-3’. The amino sequence 
of a polypeptide produced from this sequence is:

  Methionine–glycine–tryptophan–proline–glycine–serine

  Messenger RNA copied from the bottom strand of DNA 
with a T inserted between bases 10 and 11 is 5’-UUUAUG-
GGAUAGGCCCGGGUCAUGAUU-3’. This will result in 
an A (bold) inserted in the mRNA sequence transcribed, 
which now creates a stop codon (UAG) in the mRNA, 
which will produce a truncated (shortened) peptide of only 
two amino acids, methionine–glycine.

 8. Messenger RNA (mRNA) is an exact copy of a gene. It 
acts like a “messenger” of sorts by carrying the genetic 
code in the form of codons, encoded by DNA, from the 
nucleus to the cytoplasm, where this information can 
be interpreted to produce a protein. Ribosomal RNA 
(rRNA) molecules are important components of ribo-
somes. Ribosomes recognize and bind to mRNA and 
“read” along the mRNA during translation. Transfer RNA 
(tRNA) molecules transport amino acids to the ribosome 
during protein synthesis. Each tRNA contains an amino 
acid and an anticodon sequence that base pairs with 
codon sequences during translation.

 9. Operons are clusters of genes that typically regulated 
simultaneously under the control of a single promoter. 
Operons are most prevalent in bacterial genomes. Bacte-
ria can use operons to carefully control the expression of 
gene products (proteins) involved in similar processes, 
such as nutrient metabolism (the lactose operon is a clas-
sic example), depending on the demands of the cell.

 10. Gene regulation is a broad phrase used to describe ways in 
which cells can control gene expression. Gene regulation 
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Chapter 4
 1. When you access www.ncbi.nlm.nih.gov, you will 

find a tab labeled Entrez. This is the public database 
for proteins, which is updated by researchers and peer-
reviewed regularly. The amino acid sequences of pro-
teins common to multiple organisms can be compared 
and the structures of some of these can be seen (although 
special software may be needed for viewing). Most 
researchers use this database to orient their research and 
analyze the work of colleagues.

 2. Directed molecular evolution technology focuses on the 
mutations of a specific gene, selecting the best-functioning 
protein from that gene irrespective of the benefits or 
hazards it may have for the organism.

 3. PSI has helped researchers to discover the functions of 
proteins, design experiments, and solve key biomedical 
problems. It has also enabled the more rapid identifica-
tion of promising new structure-based medicines, helped 
to produce better therapeutics for treating both genetic 
and infectious diseases, and facilitated the development 
of technology and methodology for protein production.

 4. Only the active genes in a cell make mRNA, the source of 
cDNA.

 5. The process of protein production is being patented, and 
its steps must be repeatable. The product must be effica-
cious if it is to receive a patent. If organisms produce pro-
teins on their own, why should companies be allowed 
to patent proteins? The patenting process (described in 
Chapter 12) requires knowledge of the DNA sequence, 
the amino acid sequence, and the function of the pro-
tein. If the “utility” of the protein has not changed (i.e., 
it has not been transferred to a different organism), it is 
not patentable. Gene transfer usually results in protein 
expression in a different organism (e.g., as in the case of 
an insect-resistant protein that has been transferred into 
a susceptible plant) for a specific purpose. If a patent is 
approved, it will require this new verifiable evidence.

 6. The earliest fractions.

 7. Last from the column.

 8. More selective.

 9. MS, HPLC, x-ray crystallography.

 10. The procedure lost your protein.

Chapter 5
 1. There are several important structural differences 

between prokaryotic and eukaryotic cells. Bacteria and 
Archaea are prokaryotes; eukaryotic cells include plant 
cells, animal cells, fungi, and protozoa, which are struc-
turally more complex than bacteria. Prokaryotic cells are 
smaller than eukaryotic cells, do not contain a nucleus, 
have relatively few organelles, and contain a cell wall. 
Prokaryotes also have smaller genomes than eukaryotic 
cells; the prokaryotic genome usually consists of a single 
circular chromosome. Prokaryotic cells have served many 
important roles in biotechnology. Bacteria are used as 
hosts in gene cloning experiments, recombinant proteins 

for similar nucleotide sequences (suggesting that these 
genes are related). Also, PCR products could be used as 
probes in library screening experiments to find the full-
length human gene or as probes for Northern blot analy-
sis to determine if mRNA for this gene is expressed in 
human tissues.

 4. Refer to Section 3.2.

 5. Approximately 32,768 (2n-1, where n = number of cycles).

 6. Genomic libraries contain both introns and exons, 
whereas cDNA libraries contain DNA reverse-transcribed 
copies of mRNA expressed in a given tissue. cDNA 
libraries are the libraries of choice when expressed 
genes are being cloned. In searching for a gene involved 
in obesity, one could make and screen a cDNA library 
from adipocytes. Cloning gene regulatory regions, for 
instance, promoter and enhancer sequences described 
in Chapter 2, can be accomplished with genomic DNA 
libraries because they contain both exons and introns.

 7. Searching for diabetes reveals a list of sequences for genes 
related to insulin-dependent and noninsulin-dependent 
diabetes mellitus. Clicking on any of the highlighted 
numbered links will take you to informative pages pro-
viding great detail about each gene. Searching with the 
accession number 114480 reveals information on genes 
for familial breast cancer.

 8. This piece of DNA can be cut once by BamHI at the 
beginning of the sequence and once by EcoRI at the end 
of the sequence. There are no cutting sites for SmaI in 
this sequence. A search for all enzymes in the database 
reveals approximately 50 restriction enzymes that can 
cut this sequence. This demonstration should provide 
you with an appreciation of how powerful computer 
programs can be for helping molecular biologists analyze 
DNA sequences.

 9. Corrected answers are available on the website as stu-
dents work on the questions.

 10. Open ended; answers variable.

 11. The ddNTPs are missing an oxygen at the 3’ carbon.

 12. The human genome consists of approximately 3.1 bil-
lion base pairs. The genome is approximately 99.9% 
the same between individuals of all nationalities and 
backgrounds. Less than 2% of the human genome codes 
for genes. The vast majority of our DNA is non–protein 
coding. The genome contains approximately 20,000 to 
25,000 protein-coding genes. Many human genes are 
capable of making more than one protein. Chromosome 
1 contains the highest number of genes. The Y chromo-
some contains the fewest.

 13. The “omics” revolution of modern biology refers to the 
rapid expansion of new disciplines of research that have 
resulted from genomics studies, as reflected by new terms 
using the suffix omics or ome. Generally such studies involve 
a large-scale comprehensive analysis. For example, pro-
teomics involves the study of all the proteins in a cell or tis-
sue; metabolomics involves the study of all the proteins and 
metabolic products involved in a metabolic process, such as 
carbohydrate (sugar) metabolism.

www.ncbi.nlm.nih.gov
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 8. The study of microbial genomes can help scientists in 
many ways. The sequencing of genomes can reveal new 
genes, including genes that may be used in biotechnol-
ogy applications (e.g., genes that encode novel enzymes 
with important properties for various commercial uses, 
including bioremediation). Scientists can study genes of 
disease-causing pathogens (including potential agents 
of bioterrorism) and then use this knowledge to help 
fight disease. The study of genomes can help scientists 
learn more about bacterial metabolism, the relatedness of 
bacterial strains, and lateral gene transfer (the sharing of 
genes between species).

 9. Open-ended activity; answers variable.

 10. Open-ended questions, but some people believe that 
requiring Gardasil vaccination for teens presumes sexual 
activity in teens. This may be common for some teens, 
but it should not be assumed that all teens are sexually 
active.

 11. Fusion proteins are generated by inserting a cloned gene 
for a protein of interest into an expression vector that 
allows production of a protein fused to a tag protein such 
as green fluorescent protein or maltose-binding protein. 
This fused protein can then be passed over an affinity 
column, which will bind the tag portion of the fusion 
protein and allow the fusion protein to be isolated from a 
bacterial extract of proteins.

 12. Refer to Table 5.1.

 13. A preventative or prophylactic vaccine such as Gardasil 
is designed to provide immune protection before you are 
exposed to a particular pathogen but will typically not 
protect or cure you of a preexisting condition.

 14. Metagenomics involves analyzing genomes from envi-
ronmental samples. Important potential applications 
include identifying previously unknown microbes, genes 
and proteins with commercially valuable properties; 
learning about the impact of environmental changes on 
microbial community; and studying the genetic related-
ness of communities of microbes in various environmen-
tal samples.

Chapter 6
 1. Approval of food crops produced in this manner must be 

obtained separately from regulatory agencies. GM crops 
that are destined for animal feeds or are not ingested 
have been approved, but no human consumption GM 
crops can be approved without extensive testing to dem-
onstrate lack of allergic response in humans.

 2. Agricultural biotechnology innovations can reduce the 
need for pesticide application because plants have the 
ability to protect themselves from certain pests and dis-
eases. It not only decreases water usage, soil erosion, 
and greenhouse gas emissions through more sustainable 
farming practices but also improves productivity of mar-
ginal cropland, especially where acres for planting are 
decreasing around the world.

 3. The benefits of agricultural biotechnology include reduc-
tion of undesirable qualities such as saturated fats in 

produced by bacteria are important for research, some 
proteins are used in medical applications, microbes are 
used for manufacturing many foods and beverages, and 
bacteria are used as sources of antibiotics and as hosts for 
the production of subunit vaccines.

 2. Yeasts are unicellular fungal eukaryotes and bacteria are 
prokaryotic cells. Most yeasts have larger genomes than 
bacteria. Through fermentation, yeasts are used to make 
breads and dough as well as brewing beers and wines. 
Yeasts serve many important roles in research. The yeast 
two-hybrid system is a valuable technique for studying 
protein interactions. Because the yeast genome contains 
many genes similar to human genes, geneticists study it 
for clues about the functions of many human genes.

 3. DNA binds to cells when cells and DNA are chilled on 
ice. A brief heat-shock step at about 37°C to 42°C causes 
DNA to enter cells. Electroporation has the advantages of 
being a very quick procedure, enabling many samples to 
be processed quickly. Moreover, much smaller amounts 
of DNA can be used than in calcium chloride transforma-
tion, and electroporation can also be used to introduce 
DNA into plant and animal cells.

 4. All vaccines are designed to stimulate the immune sys-
tem of the recipient to make antibodies or activated T 
cells to a pathogen—for example, a bacterium or virus. 
During antibody production, immune memory cells, 
such as antibody-producing B cells and memory B cells, 
are also produced. By creating antibodies and memory 
cells in the recipient, the goal of vaccination is to pro-
vide the recipient with protection against a particular 
pathogen should he or she be exposed to it. Three major 
types of vaccines are subunit vaccines, which consist of 
molecules from the pathogen (usually proteins expressed 
by recombinant DNA technology); attenuated vaccines, 
which are made from live pathogens that have been 
weakened to prevent replication; and inactivated vac-
cines, which are prepared by killing the pathogen and 
injecting dead or inactivated microbes into the vaccine 
recipient.

 5. Anaerobic microbes are those microorganisms that do 
not require oxygen to convert sugars into energy (in 
the form of ATP). Under anaerobic conditions, some 
microbes use lactic acid fermentation; others use alcohol 
(ethanol) fermentation to derive energy. Lactic acid and 
ethanol are waste products of anaerobic fermentation 
that are important components of many foods. Lactic acid 
is found in cheeses and yogurts; ethanol is found in alco-
holic beverages such as wine and beer.

 6. One way to control alcohol content is to carefully regu-
late the amount of oxygen added to a fermentation bio-
reactor while making wine. When facultative anaerobes 
(microorganisms that can use cellular respiration or 
fermentation) are used for fermentation, they will, in the 
presence of oxygen, degrade sugars by aerobic cellular 
respiration and produce less alcohol. In the absence of 
oxygen, such microbes will degrade sugars by fermenta-
tion, and thus the alcohol content of the wine will be 
higher.

 7. Open-ended questions; answers variable.
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 9. Researchers must prove which animal (and how many 
such animals) are needed for the proposed research. They 
must also prove that other alternatives cannot be used 
and that the most humane treatment is used.

 10. One of the two nuclei is removed and other DNA is used 
to replace it.

Chapter 8
 1. A polymorphic DNA locus is a sequence of DNA that has 

many possible alternatives (for example, different num-
bers of multiple repeats of tandem nucleotide sets, such 
as GC, GC, GC, and so on).

 2. The polymorphic DNA sequences tested in fingerprint-
ing have no known effect. They usually occur in regions 
of DNA that are not translated into protein.

 3. Half should occur in the father and half should occur in 
the mother.

 4. Degraded DNA in smaller quantities (as few as three 
cells with DNA) can be amplified using PCR primers 
and used for comparison. RFLP requires much larger 
quantities of undegraded complete DNA.

 5. DNA transferred to an evidence sample from any source 
can be amplified by PCR primers, resulting in confusing 
unrepeatable results that break the chain of evidence.

 6. Eyewitness testimony does not have the statistical 
strength of DNA profile comparison.

 7. The DNA fingerprint of the cabernet sauvignon plant 
contained bands from both parents.

 8. As a cross check against contamination, twice the band 
strength will appear for the original result.

 9. Errors do occur in dramatizations for public viewing.

 10. Disputed paternity or identification of victims that have 
close relatives, as in major disasters like a tsunami or the 
9/11 attack, rely on mitochondrial DNA comparison.

Chapter 9
 1. Open-ended activity; answers depend on the processes 

described.

 2. The addition of fertilizers such as carbon, nitrogen, 
phosphorus, and potassium is often an important step in 
many bioremediation processes. Fertilization, also called 
nutrient enrichment, stimulates the growth and activ-
ity (metabolism) of microorganisms in the environment. 
These microorganisms, usually bacteria, also divide 
more rapidly to create more bacteria. By stimulating the 
metabolism of bacteria and increasing their number at a 
contaminated site, pollutants are usually degraded more 
rapidly. Adding oxygen to a contaminated site is effective 
when the microorganisms involved in the cleanup are 
relying on aerobic biodegradation.

 3. Many formerly polluted sites throughout the United 
States are being redeveloped for industrial and residen-
tial use. Sometimes houses developed in these areas are 
sold at lower prices than other comparable homes; however, 

cooking oils, elimination of allergens, an increase in 
nutrients that help reduce the risk of chronic disease, and 
better delivery of proper nutrients such as vitamin A in 
commonly consumed crops.

 4. With biotechnology, researchers can identify specific 
genetic characteristics, isolate them, and then transfer 
them to valuable crop plants. This technique is more pre-
cise and efficient than traditional crossbreeding and can 
increase food production through higher yields.

 5. Foods produced from our current biotechnology methods 
do not require special labeling in the United States (at 
the time of this printing).

 6. Although some evidence of transfer to other plants and 
insects has been recognized, no long-term damage to 
beneficial insects has been demonstrated. In fact, genetic 
engineering has produced more examples of “integrated 
pest management” in a shorter time than ever before.

 7. Biotechnology-enhanced products have been avail-
able for only about 5 years. Long-term studies are not 
required if the gene product already exists in the envi-
ronment in another organism. If found, adverse condi-
tions will be appropriately regulated.

 8. Monocot plants do not accept the Ti plasmid, requiring 
other methods to be used to transfect genes.

 9. The germplasm was developed and donated for free, 
although intellectual property rights legal battles have 
held up its introduction.

 10. Regulating multiple genes will make the development of 
insect resistance much more difficult.

Chapter 7
 1. They provide the continuous dividing ability needed for 

the culture to produce antibodies.

 2. The antibodies produced by the mouse are not exactly 
the same as those in the human, producing reaction to 
them as if they were antigens.

 3. They have grafted human spleen tissue into mice that 
have no functioning immune systems.

 4. Pain, suffering, and what is deemed as unnecessary 
testing. All experimentation must be approved by an 
independent committee that seeks to reduce, replace, and 
refine testing and finds that the animal is the best choice 
for the testing.

 5. A human gene replaces the knocked out animal gene, 
and potential drugs targeting that human gene are tested 
for their effectiveness.

 6. The heat acts as stimulant to the inserted genes that tar-
get the cancer cells.

 7. Because, using these fish, it takes only 5 days to deter-
mine toxicity to inserted human transgenes.

 8. Usually the animal most comparable to humans is chosen 
based on genetic similarity (either naturally or by gene 
transfer).
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not all states require builders to disclose the history of 
the land to potential homeowners. One obvious problem 
is the concern that the site may not be fully cleaned up. 
If the housing development relies on groundwater for 
its drinking water, the water is typically tested regularly 
to check for chemical pollutants. However, this can be 
problematic because even trace amounts of some chemi-
cals may go undetected, and the health effects of these 
chemicals may not be fully known. Similarly, remaining 
chemicals in the soil can also affect residents’ activities, 
such as playing in the yards and growing gardens in the 
soil. A major problem with redeveloping bioremediation 
sites for residential use is that it may take many years (or 
generations) to determine if residents are experiencing 
health effects from chemicals remaining at the site. Even 
if residents experience some health problems, it is often 
very difficult to determine if these effects are caused by 
pollutants at the site.

 4. One approach might involve studying lead-containing 
structures to find out whether bacteria are growing on 
them. For instance, one could study lead pipes left in 
the environment and, over time, determine if bacteria 
are growing on these pipes. Bacterial growth on a lead 
surface could be an indication that the bacteria have 
developed a way to avoid the toxic effects of lead. This 
could be a sign that these cells may be capable of degrad-
ing lead. Then such bacteria could then be isolated and 
experiments using microcosms could be designed to test 
whether the bacteria could be used to degrade lead.

 5–8. Open-ended activity; answers variable.

 9. Open-ended activity; answers variable, although to date no 
significant bioremediation activities other than bioremedia-
tion by indigenous microbes has been reported.

 10. It was reasonable to expect that zones of hypoxia 
might develop because, as aerobic microbes degraded 
oil , they would consume oxygen in local areas of the 
ocean. Declining oxygen levels in the water could cause 
hypoxia, resulting in fish kills. However, given the great 
depth of the spill, wave and wind action were likely 
responsible for causing sufficient mixing of the water, 
thus preventing large zones of hypoxia and resulting fish 
kills from occurring.

 11. Open-ended activity; answers variable.

12. Open-ended activity; answers variable but a primary criti-
cism has been to question whether these microbes actually 
metabolize arsenic and incorporate arsenic into its DNA, as 
claimed by the scientists publishing this work.

Chapter 10
 1. Open-ended activity; answers variable. Potential answers 

might include initiatives to clean up habitat areas where 
clams and oysters could be grown; incentives for farmers 
to produce clams and oysters by aquaculture; and develop-
ment of novel technologies to combat oyster pathogens that 
destroy oysters.

 2. As discussed in Chapter 8, transgenic animals contain 
genes from another source. The transgenes may be from 
related species (for example, introducing the salmon 

gene for growth hormone into trout) or from very dif-
ferent species (for example, introducing the luciferase 
[lux] gene from bioluminescent marine bacteria or fire-
flies into salmon). Transgenic fish can be created using 
a number of different techniques, but one prominent 
technique includes microinjecting the transgene into 
blastocyst-stage embryos to allow incorporation of the 
transgene into embryonic tissues. Polyploid fish such as 
triploids, which contain three complete sets of chromo-
somes, are usually created by either chemical or electrical 
treatment of sperm or egg cells to produce diploid gam-
etes that can be used to fertilize haploid gametes.

 3. Open-ended activity; answers variable.

 4. Examples of benefits include providing food sources, 
improving populations of fish and shellfish, creating farm-
ing industries in noncoastal that do not have fishing or sea-
food industries, and providing fish for recreational fishing. 
Examples of problems include some species that are not 
suitable for aquaculture or too expensive to raise through 
farming, diseases and illnesses that might decimate fish 
stocks because most farmed fish are genetically similar, 
wastes from fish farms that could create pollution prob-
lems, and threats to the genetic potential of native species 
when escaped farmed fish enter the population.

 5. Open-ended activity; answers variable.

 6. Open-ended activity; answers variable. Answers should, 
however, mention that organisms that grow under 
unique or extreme environmental conditions (such as 
pressure, heat, and ocean depths) are among the most 
highly studied for the identification of unique molecules 
that might be potentially valuable. For instance, mussels, 
which adhere tightly to structures to withstand the con-
stant pounding of waves, produce unique molecules in 
their byssal fibers that provide adhesive strength.

 7. Refer to Table 10.1.

 8. Many aquatic biotechnologists believe that biotechnol-
ogy will play an important role in improving finfish 
and shellfish populations in the future. One obvious 
way in which this may be done is to use bioremediation 
approaches to detect and clean up environmental pollu-
tion. Another approach may involve using biotechnology 
to learn about the pathogens that cause disease in aquatic 
organisms and develop ways to prevent or treat such 
diseases. Transgenic and polyploidy approaches may 
be used to continue to produce aquatic organisms with 
improved resistance to disease. In addition, aquaculture 
may be used to grow species that can be stocked, so as to 
increase dwindling populations of aquatic organisms.

 9. Federal agencies such as the FDA and the U.S. Depart-
ment of Agriculture (USDA) believed that there was no 
need to regulate the GloFish because it posed no threat 
to public health, since tropical fish are not used for 
food. The U.S. Fish and Wildlife service determined that 
the fish posed little threat to the environment because 
unmodified zebrafish have been sold in the United States 
and released into the wild with no known consequences. 
Many animal rights groups and others have strongly 
protested development of the GloFish primarily because 
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derived from embryos left over from in vitro fertilization 
procedures. To isolate and culture ESCs, the inner cell 
mass is dissected out of the blastocyst, and these cells are 
then grown in a tissue culture dish. In contrast, adult-
derived stem cells (ASCs) are isolated from mature adult 
tissues. These cells are found in small numbers in many 
tissues of the body, such as muscle and bone. A small 
sample (biopsy) of adult tissue is removed (for instance, 
a needle can be used to biopsy a sample of adult bone 
marrow stem cells), and ASCs can then be grown in 
culture. By treating ESCs or ASCs with different growth 
factors, scientists can stimulate stem cells to differentiate 
into different types of body cells. Amniotic stem cells are 
harvested from the amniotic fluid surrounding a devel-
oping embryo. Induced pluripotent stem cells (iPSCs) 
are produced by reprogramming somatic cells to become 
stem cells. Stem cell biologists envision many ways in 
which stem cells can be used to treat disease. Stem cells 
could be implanted in the body to replace damaged tis-
sue, they might be good vectors for the delivery of thera-
peutic genes, and they could be used to grow tissues in 
organs in culture for subsequent transplantation into 
humans.

 4. Refer to Table 11.3 for a comparison of therapeutic and 
reproductive cloning.

 5. Pharmacogenomics is customized or personalized medi-
cine created by analyzing a person’s genetics and design-
ing a drug or treatment strategy that is specific for that 
particular person based on the genes involved in that 
person’s medical condition.

 6. The Human Genome Project has revealed the location 
of all human genes including those involved in nor-
mal conditions as well as in disease processes. Iden-
tifying these genes is an important first step toward 
understanding how genes function and how certain 
diseases develop. The identification of disease genes 
will enable scientists to develop tests that can be used 
to screen individuals for the likelihood that they will 
inherit a particular genetic condition. As we learn more 
about different genes and the proteins they encode, it 
is expected that more specific forms of medical treat-
ment will be available in the form of drugs designed to 
affect the specific genes and proteins involved in genetic 
diseases and conditions that have a genetic basis. Such 
treatments may also include gene therapy strategies. 
Understanding how human genes are regulated and 
affected by conditions such as stress and environmental 
factors will lead to a greater understanding of preventive 
measures that may be used to minimize genetic disease.

 7. Open-ended; answers variable.

 8. Open-ended; answers variable.

 9. Antisense RNA technologies and RNAi are two common 
gene silencing techniques that could be used to inhibit a 
gene involved in a disease process. Refer to Chapter 11 
for a description of each technique.

 10. Regenerative medicine involves creating cells, tissues, 
and organs that can be used to repair or replace dead or 
damaged tissues in a person.

they perceive it to be an abuse of genetic engineering 
to create a transgenic species solely for the purpose of 
its enjoyment as a pet. Concerns have also been raised 
about the potential release of this genetically modified 
(GM) pet into the wild. Some people have also raised the 
point that the GloFish has provided a precedent for the 
unregulated development of other GM pets and GM ani-
mals that may pose environmental threats. Antibiotech 
groups also cite this as an example to raise public skepti-
cism about biotechnology because if the GloFish can go 
unregulated, what other areas of biotechnology may go 
unregulated?

 10. Biofilms are accumulations of livings organisms such 
as bacteria that coat a surface. For example, biofilms 
occur on teeth, heart implants, and intravenous lines. In 
marine environments, algae and mollusks growing on 
the hulls of ships exemplify biofilming. Many aquatic 
organisms combat biofilming by producing compounds 
that kill or inhibit the growth of biofilming microbes. 
Therefore scientists are interested in identifying these 
compounds so that they can be used in commercial 
applications to combat biofilming.

 11. The Limulus amebocyte lysate (LAL) test relies on 
enzymes from the blood of the horseshoe crab (Limu-
lus polyphemus) to detect endotoxins produced by toxic 
microbes. It is used to check the sterility of instruments 
such as medical devices.

Chapter 11
 1. Amniocentesis and chorionic villus sampling are ways 

to sample tissue from developing fetuses. Fetal cells or 
adult tissue (usually white blood cells, skin, cheek, or 
hair cells) can be tested by karyotype analysis to check 
for abnormalities in chromosome number and structure. 
Molecular techniques such as restriction fragment length  
polymorphism (RFLP) analysis and the antistreptolysin-O 
(ASO) test can be used to detect defective genes in human 
cells. In the future, DNA microarrays (gene chips) will 
play a greater role in genetic testing, allowing for the 
analysis of thousands of genes at the same time.

 2. The purpose of gene therapy is to deliver therapeutic 
genes into humans to treat or cure disease conditions. 
Ex vivo gene therapy involves removing cells from a 
patient, inserting a gene or genes into these cells, and 
then injecting or implanting them into the patient. Treat-
ment of SCID is an example of ex vivo gene therapy. In 
vivo gene therapy occurs within the body by delivering 
genes directly into the body (for example, treating cystic 
fibrosis by nasal sprays). Some techniques for deliver-
ing therapeutic genes include using viruses as vectors for 
gene therapy, injecting naked DNA, and using liposomes 
to deliver genes. Gene therapy scientists face many chal-
lenges, including ensuring the safe delivery of genes 
(especially when viral vectors are used), targeting the 
therapeutic gene to the correct cells and tissues, and find-
ing ways to get sufficient expression of the therapeutic 
gene to cure the given condition.

 3. Embryonic stem cells (ESCs) are isolated from early 
embryos at the blastocyst stage. Blastocysts are usually 



Appendix 1 Answers to Questions & ActivitiesA-8

Chapter 13
 1. Utilitarian approach and deontological (Kantian) 

approach. Utilitarianism tries to weigh all possible out-
comes and produce the greatest good for the greatest 
number, so that the end result justifies the means. The 
deontological approach starts with certain absolutes 
that cannot be crossed in order to maintain an ethically 
correct outcome, no matter how much good might be 
achieved.

 2. Most bioethicists concluded that this was ethically 
appropriate because Adam was not physically harmed 
by providing cord blood for his sister Molly. In addition, 
no evidence indicated that Adam’s parents treated Adam 
poorly or as if he had been conceived only to save his 
sister. However, what do you think about parents select-
ing the offspring they want based on genetics (a process 
that is not uncommon when doing in vitro fertilization)?

 3–6. Open-ended activity; answers variable.

 7. A bioethicist following a utilitarian thought process 
would propose a “greatest good for the greatest number” 
answer. If this form of gene therapy can help lower cho-
lesterol and saturated fats levels in humans and allow 
most people to enjoy fatty foods, then it is ethically all 
right to assume the risk that some smaller number of 
people may die prematurely because of this therapy.

 8. From an ethics perspective one could argue that for the 
overall benefit of improving human health, drug com-
panies should share such information to help facilitate 
the development of drugs that cure. However, there is no 
legal requirement for companies to do so.

 9–13. Open-ended question; answers variable.

 11. SNPs, or single-nucleotide polymorphisms, are single-
base changes in a DNA sequence that are responsible 
for the subtle genetic differences between individual 
humans. When they occur in protein-coding gene 
sequences, SNPs can represent mutations that affect gene 
function and cause disease. Thus SNPs can be detected 
and used as a way to identify genetic changes involved 
in disease.

 12. Single-gene defects can be detected by techniques such 
as RFLP analysis and ASO testing. Changes in chro-
mosomal number and structural abnormalities can be 
detected by various karyotyping and techniques such as 
FISH.

Chapter 12
 1. FDA.

 2. EPA.

 3. EPA.

 4. FDA, EPA, USDA.

 5. For the U.S. PTO to issue a patent, the product must have 
utility, be nonobvious, and be functional.

 6. Approvals that took 4 years can now occur in 1.

 7. Europe, where every step of the purification process is 
usually patented.

 8. Firms should evaluate every aspect of production, 
including people, procedures, equipment, materials, 
record keeping, audits, and training.

 9. The FDA approval is only for the purposes demonstrated 
to be effective by the trial process. A company may not 
advertise “off-label” uses under the FDA approval.

 10. The EMEA has no knowledge of a drug product until it 
is submitted for approval; therefore a drug will take a 
shorter time for approval.
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The 20 amino acids of proteins Up to 20 different amino acids can be used to syn-
thesize a protein. Each amino acid has a common structure but side chains (shaded) vary 
from amino acid to amino acid. These side chains determine the chemical properties of 
amino acids. Notice that some amino acids are nonpolar while others are polar and there 
are also negatively charged and positively charged amino acids. Both the three letter 
code and single letter code of each amino acid is also shown.
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A (aminoacyl) site (of a ribosome): Portion of a ribosome into 
which aminoacyl tRNA molecules bind during translation.

accession number: Unique identifying letter and number 
code assigned to every cloned DNA sequence that is cata-
logued in databases such as GenBank (for example, 
BC009971 is the accession number for one of the human 
keratin genes, which produces a protein that is a major 
component of skin and hair cells). The accession number for 
any sequence can be used by scientists around the world to 
retrieve database information on that particular sequence.

acetylase: Enzyme produced by the lacA gene of the lactose 
(lac) operon in bacteria.

achromatopsia: A rare autosomal recessive genetic disease 
that affects cone cells in the retina, which are essential for 
color vision and some aspects of visual acuity.

acquired mutations: These occur in the genome of somatic 
cells and are not passed along to offspring; can cause abnor-
malities in cell growth leading to cancerous tumor forma-
tion, metabolic disorders, and other conditions.

adenine: Abbreviated A; purine base present in DNA and RNA 
nucleotides.

adenosine triphosphate (ATP): A nucleoside-triphosphate 
that contains the nitrogenous base adenine. ATP is the pri-
mary form of energy used by living cells.

adenovirus: Virus that causes the common cold.

adult-derived stem cells (ASCs): Stem cells derived from 
tissues of an adult, as opposed to embryonic stem cells, 
which are derived from a blastocyst; can differentiate to 
produce other cell types.

aerobes: Organisms that use oxygen for their metabolism.

aerobic conditions: Conditions in which oxygen is present.

aerobic metabolism: Metabolism that requires oxygen.

affinity chromatography: A separation technique, based on 
the unique match between a molecule and its column-
bound chemical counterpart (like antigen/antibody), that 
involves passing proteins or other substances in solution 
over a medium that will bind to (“have an affinity for”)  
specific components of the solution. It is used to isolate 
fusion proteins from a mixture of bacterial cell proteins.

agarose gel electrophoresis: See gel electrophoresis.

agricultural biotechnology: A discipline of biotechnology 
that involves plants and their applications, including genetic 
engineering of plants for agricultural purposes.

Agrobacter: Soil bacteria that invade injured plant tissue.

alcohol (ethanol) fermentation: Enzymatic breakdown of 
carbohydrates (sugars) in the absence of oxygen; products 
include ATP, CO2, and ethanol (alcohol) as waste products; 
important type of microbial metabolism used for the pro-
duction of certain types of alcohol-containing beverages.

allele-specific oligonucleotide (ASO) analysis: Genetic 
testing technique that involves using PCR with oligonucle-
otides specific to a disease gene to analyze a person’s DNA.

alternative splicing: Splicing sometimes can join certain 
exons and cut out other exons, essentially treating them as 
introns. This process creates multiple mRNAs of different 

sizes from the same gene. Each mRNA can then be used to 
produce different proteins with different, sometimes 
unique, functions. Alternative splicing allows several differ-
ent protein products to be produced from the same gene 
sequence.

amino acids: Building blocks of protein structure; combinations 
of 20 different amino acids can join together by covalent 
bonds in varying order and length to make a polypeptide.

aminoacyl transfer RNA (tRNA): Transfer RNA (tRNA) 
molecule with an amino acid attached.

amniocentesis: A technique for obtaining fetal cells from a 
pregnant woman to analyze fetal cells to determine the 
genetic composition of the cells, such as the number of 
chromosomes or the sex of the fetus.

amniotic fluid–derived stem cells (AFSs): Stem cells in the 
amniotic fluid of pregnant women that have been found to 
have many of the same traits as embryonic stem cells.

amylase: An enzyme that digests starch.

anaerobes: Organisms that do not require oxygen for their 
metabolism.

anaerobic metabolism: Lacking oxygen; an organism, envi-
ronment, or cellular process that does not require oxygen.

angel investors: Investors that save your company from 
financial ruin at the last minute (like an angel).

angiogenesis: The growth of new blood vessels.

Animal and Plant Health Inspection Service (APHIS): 
The branch of the USDA responsible for protecting U.S. 
agriculture from pests and diseases.

animal biotechnology: A diverse discipline of biotechnology 
that involves the use of animals to make valuable products 
such as recombinant proteins and organs for human trans-
plantation; also includes organism cloning.

annotation: Bioinformatics approach that involves searching 
databases to determine whether the sequence and function 
of a gene sequence has already been determined.

antibiotic: A substance produced by microorganisms that 
inhibit the growth of other microorganisms; commonly 
used to treat bacterial infections in humans, pets, and 
farm animals.

antibiotic selection: See selection.

antibodies: Proteins produced in response to a non-self mole-
cule by the immune system; antigen-binding immunoglob-
ulins, produced by B cells, that function as the effector in an 
immune response.

antibody-mediated immunity: Portion of the immune sys-
tem dedicated to producing antibodies that combat foreign 
materials; also known as humoral immunity.

anticodon: Three-nucleotide sequence at the end of a tRNA 
molecule. During translation, the anticodon binds to a spe-
cific codon in an mRNA molecule by complementary base 
pairing.

antifreeze proteins (AFPs): Category of proteins isolated 
from aquatic organisms that live in cold environments; 
these proteins have the unique property of lowering the 
freezing temperature of body fluids and tissues.

Glossary
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bacteriophages: Viruses that infect bacterial cells; often sim-
ply called phages.

baculoviruses: Viruses that attack insect cells.

band shifting: Equal molecular-weight fragments of DNA that 
do not migrate uniformly because of variations in the gel 
matrix.

Basic Local Alignment Search Tool (BLAST): Internet-based 
program from the U.S. National Center for Biotechnology 
Information (NCBI) that can be used for DNA nucleotide-
sequence-comparison (alignment) studies and for sequence 
searches in GenBank and other databases.

basic sciences: Research disciplines that examine fundamen-
tal aspects of biological processes, often without obvious 
direct applications (for curing disease or making a product).

batch (large-scale or scale-up) processes: Growing micro-
organisms such as bacteria or yeast and other living cells 
such as mammalian cells in large quantities for the purpose 
of isolating useful products in a batch.

ß-galactosidase: Enzyme produced by the lacZ gene of the 
lactose (lac) operon in bacteria; ß-galactosidase degrades the 
disaccharide lactose.

ß-sheet: One of two secondary structures of proteins.

bioaccumulation: Progressive concentration or accumulation 
of a substance, such as a chemical pollutant, as it moves up 
the “food chain” from organism to organism.

bioaugmentation (seeding): Adding bacteria or other micro-
organisms to a contaminated environment to assist native 
(indigenous) microbes in the bioremediation processes.

biocapsules: Tiny spheres or tubes filled with therapeutic cells 
or a chemical substance such as a drug; can be implanted 
for therapeutic purposes; also known as microcapsules.

biodegradation: The use of microorganisms to break down 
chemicals (not necessarily pollutants).

biodiversity: The range of different species present in an eco-
system.

bioethicist: A person who studies bioethics.

bioethics: The area of ethics (a code of values for our actions) 
concerning the implications of biologic and biomedical 
research and biotechnological applications (particularly with 
respect to medicine).

biofilming (biofouling): The attachment of organisms to sur-
faces; examples include the attachment of shellfish to the hull 
of a ship and the attachment of microorganisms to teeth.

biofuel: A product of biological organisms that can substitute 
or enhance existing fuels.

bioimpedance: A technique involving the use of low-voltage 
electricity to measure muscle mass and the fat content of 
tissues; used, for example, to measure the fat content of fish 
to be sold for consumption.

bioinformaticists: Scientists specializing in the bioinfor-
matics.

bioinformatics: Interdisciplinary science that involves devel-
oping and applying information technology (computer 
hardware and software) for analyzing biological data such 
as DNA and protein sequences; also includes the use of 
computers for the analysis of molecular structures and cre-
ating databases for storing and sharing biological data.

biologic: Any medical preparation made from living organisms 
or their products.

antigens: Molecules unique to specific surfaces that can stimu-
late antibody response; substances that trigger antibody pro-
duction when introduced into the body.

antimicrobial drugs: Chemicals that inhibit or destroy micro-
organisms.

antiparallel: Refers to the 5’ and 3’ directionality of strands of 
DNA in which the two strands joined together by hydrogen 
bonds between complementary base pairs are oriented in 
opposing directions with respect to their polarity.

antisense molecule: See antisense RNA.

antisense RNA: An RNA molecule that is complementary to a 
native RNA.

antisense RNA technology: See antisense RNA.

apoptosis: Involves a complex cascade of cellular proteins that 
cause cell death; controlled apoptosis is an important bio-
logical process that remodels tissues during development; 
uncontrolled apoptosis is involved in degenerative disease 
conditions such as arthritis; also known as “programmed 
cell death.”

aquaculture: Farming finfish, shellfish, or plants for commer-
cial or recreational uses.

aquatic biotechnology: The use of aquatic organisms such as 
finfish, shellfish, marine bacteria, and aquatic plants for bio-
technology applications.

Archaea: See domain Archaea.

astaxanthin: A pigment that gives shrimp their pink color. 
Recombinant astaxanthin is used to change the color of 
aquaculture species such as salmon.

attenuated vaccine: Vaccine consisting of weakened, live 
microorganisms.

autografting: The transplantation of a patient’s own tissues 
from one region of the body to another; for example, skin 
or hair grafting, coronary artery bypass surgery.

autoradiograph: An image created by exposing photographic 
film to a radioactively labeled compound.

autoradiography: Technique that uses film to detect radioac-
tive or light-releasing compounds (such as DNA probe) in 
cells, tissues, or blots; produces photographic film image 
called an autoradiogram or autoradiograph.

autosomes: Chromosomes whose genes are not primarily 
involved in determining an organism’s sex; chromosomes 
1–22 in humans.

avian flu: “Avian influenza virus” refers to influenza A viruses 
found chiefly in birds, but infections with these viruses can 
occur in humans.

avidin: A protein in egg whites that binds biotin and inhibits 
bacterial growth.

B lymphocytes (B cells): White blood cells (leukocytes) that 
develop in the bone marrow and can mature into antibody-
producing cells called plasma cells.

bacilli: Rod-shaped bacteria.

Bacillus thuringiensis (Bt): A bacterium that produces a 
crystalline protein that dissolves the cementing substance 
between certain insect midgut cells.

bacteria: See domain Bacteria.

bacterial artificial chromosomes (BACs): Large circular 
vectors that can replicate very large pieces of DNA; used to 
clone pieces of human chromosomes for the Human 
Genome Project.
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blunt ends: Double-stranded ends of a DNA molecule created 
by the action of certain restriction enzymes.

BRCA1 gene: A gene found in about 65% of human breast 
tumors. Commonly part of breast cancer diagnosis for 
treatment.

byssal fibers: Ultrastrong, protein-rich threads created by 
mussels and other shellfish. Byssal fibers have unique 
adhesive properties and can withstand great stress from 
stretching and shearing forces; attach shellfish to substrates 
such as rocks.

CAAT box: Short nucleotide sequence (CAAT) usually located 
approximately 80 to 90 base pairs “upstream” (in the 5’ 
direction) of the start site of many eukaryotic genes; part of 
promoter sequence bound by transcription factors used to 
stimulate RNA polymerase.

calcitonin: A thyroid hormone that stimulates calcium 
uptake by digestive organs and promotes bone-hardening 
(calcification).

callus: A loose collection of de-differentiated plant tissue.

Cancer Genome Atlas Project (TCGA): NIH sponsored proj-
ect to identify and map important genes and genetic 
changes involved in cancer.

cancer stem cells (CSCs): Stem cells which develop to form 
cancerous tumors.

carbohydrases: Enzymes that digest carbohydrates.

carcinogen: A cancer-causing chemical.

carcinogenic: Cancer causing agents as chemicals and X-rays.

carrageenan:  Polysaccharide (sugar) derived from sea-
weeds; wide range of uses in everyday products such as 
syrups, sauces, and adhesives as a “thickening” or bulk-
ing agent.

cDNA: DNA synthesized as an exact copy of mRNA called 
complementary DNA (cDNA). The mRNA is degraded by 
treatment with an alkaline solution or enzymatically 
digested; then DNA polymerase is used to synthesize a sec-
ond strand to create double-stranded cDNA.

cell culture: Growing cells in laboratory conditions outside of 
a whole organism (in vitro); usually a term applied to grow-
ing mammalian cells.

cell line: An established or immortalized cell line that has 
acquired the ability to proliferate indefinitely, either 
through random mutation or deliberate modification. 
Numerous well-established cell lines are representative of 
particular cell types.

cell lysis: See lysis.

cellular therapeutics: Cell-based therapies. Including, for 
example, stem cells and implanted cells.

cellulase: Bacterial enzyme that degrades the polysaccharide 
cellulose (a primary component of the plant cell wall).

Center for Drug Evaluation and Research: A branch of the 
FDA that tracks total drug submissions routed to the drug 
review process comprised primarily of New Drug Applica-
tion (NDA) related submissions, Abbreviated New Drug 
Application (ANDA) related submissions and Investigational 
New Drug (IND) related submissions.

centrifugation: Involves using an instrument called a centri-
fuge to apply a rotational force to samples to separate 
components based on their weight. Rotational forces mea-
sured in revolutions per minute (rpm) or times gravity (g). 
Centrifugation has a number of important applications 

biological: Pertaining to biology.

Biological License Agreement (BLA): Filed by a biotech 
company seeking approval of a biologically derived product 
such as a viral therapy, blood compound, vaccine, or pro-
tein derived from animals.

bioluminescence: The release of light by living organisms.

biomarker proteins: A protein biomarker (see biomarkers).

biomarkers: Substances used as indicators of a biologic state. 
A characteristic that is objectively measured and evaluated 
as an indicator of normal biologic processes, pathogenic 
processes, or pharmacologic responses to a therapeutic 
intervention.

biomass: The dry weight of living material in part of an organ-
ism, a whole organism, or a population of organisms.

biopiles: Large piles of contaminated soil that have been 
removed from the original site. Air and vacuum systems are 
used to help dry these piles and release chemicals by evapo-
ration. Vacuums are sometimes used to collect chemical 
vapors and trap them in filters.

bioprocessing engineers: Work at the frontiers of biologic 
and engineering sciences to “bring engineering to life” 
through the conversion of biologic materials into other 
forms needed by mankind.

bioprocessing: The use of biologic systems to manufacture 
(process) a product.

bioprospecting: Endeavors to capitalize on indigenous 
knowledge of natural resources. However, bioprospecting 
may also describe the search for previously unknown com-
pounds in organisms that have never been used in tradi-
tional medicine.

bioreactors:  Cell systems that produce biologic molecules 
(which may include fermenters).

bioremediation: The use of living organisms to process, 
degrade, and clean up naturally occurring or man-made 
pollutants in the environment.

biosensors: Living organisms used to detect or measure bio-
logical effects of some factor, such as a chemical pollutant, 
or condition.

biosimilar drugs: Also called “follow-on” biologics. Subse-
quent version of a recombinant protein product after the 
original patent has expired. The biosimilar is produced by a 
different company than the innovator holding the initial 
patent. As a result, when a biosimilar is made, the exact 
production processes are not the same as the innovator’s 
hence the product or its manufacturing is “similar” but not 
identical to the original protein. The equivalent of a generic 
for a pharmaceutical drug.

biotechnology: A broad area of science involving many differ-
ent disciplines designed to use living organisms or their 
products to perform valuable industrial or manufacturing 
processes or applications that will solve problems.

bioterrorism: The use of biological materials (live organisms 
or their toxins) as weapons to cause fear in or harm against 
civilians.

bioventing: Pumping air or oxygen-releasing chemicals such 
as hydrogen peroxide into contaminated soil or water to 
stimulate aerobic degradation by microorganisms.

bioweapons: Biological materials used as weapons.

blastocyst: Hollow cluster of approximately 100 cells formed 
about 1 week after fertilization of an egg.
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cohesive (sticky) ends: Overhanging single-stranded ends of 
a DNA molecule created by the action of certain restriction 
enzymes.

colchicine: Substance derived from crocus flowers that blocks 
microtubule formation; used to stop cell division (for 
instance, when creating polyploid organisms).

collagenase: Protease (protein-digesting enzyme) used in a 
number of biotechnology applications.

colony hybridization: A procedure for binding a single-
stranded DNA probe to DNA molecules from bacterial colo-
nies; used for library screening to identify a gene of interest.

comparative genomics: Studies that allow researchers to 
investigate gene structure and function in organisms in 
ways designed to understand gene structure and function in 
other species including humans.

competent cells: Bacterial cells that have been chemically 
treated to be able to take in DNA (transformation) from 
their surrounding environment; to be “competent” to 
accept DNA.

complementary base pairs: Refers to the nucleotides ade-
nine (A) and thymine (T) [or uracil (U) when referring to 
RNA], and guanine (G) and cytosine (C); in a DNA mole-
cule, A&T and G&C nucleotides join by hydrogen bonds to 
“complement” each other.

complementary DNA (cDNA): DNA copy of an mRNA mole-
cule; mRNA can be copied into cDNA by the enzyme reverse 
transcriptase (for instance, when preparing a cDNA library).

complementary DNA (cDNA) library: DNA copies of all 
mRNA molecules expressed in an organism’s cells; can be 
“screened” to isolate genes of interest.

composting: Mixing soil with hay, straw, grass clippings, 
wood chips, or other similar “bulking” materials to stimu-
late biodegradation by soil microbes; also used to degrade 
everyday materials such as vegetable scraps, grass clippings, 
weeds, and leaves.

computer-automated DNA sequencing methods: Com-
puter assisted methodologies for DNA sequencing. Allow for 
sequencing and analysis of large amounts (high-throughput) 
of sequence data compared to older manual sequencing 
methods.

contigs (contiguous sequences): Restriction enzyme–
digested pieces of entire chromosomes are sequenced sepa-
rately, and then computer programs are used to align the 
fragments based on overlapping sequence pieces called con-
tigs (contiguous sequences).

Coomassie stain: A sensitive stain that reacts with proteins.

Coordinated Framework for Regulation of Biotechnol-
ogy: A 1984 governmental report that proposed that bio-
technology products be regulated much like traditional 
products.

copy number:  The number of copies of a particular DNA mol-
ecule or gene sequence such as a plasmid in a bacterial cell.

copy number variations (CNVs): DNA segments larger than 
1 kb such as deletions, insertions and duplications in the 
genome that vary between individuals; account for much of 
the genome diversity identified between humans.

cosmid vectors (cosmids): Large circular double-stranded 
DNA vectors that are used for gene-cloning experiment in 
bacteriophages.

related to separating components of a mixture (for 
instance, separating proteins from DNA, separating differ-
ent cell types).

centromere: Constricted region of a chromosome formed by 
intertwined DNA and proteins that hold two sister chroma-
tids together.

chemotherapy: The treatment of cancer and other diseases 
with specific chemical agents or drugs that have a toxic 
effect on diseased cells or disease-causing microorganisms.

chimera: An organism with more than one type of cell; some 
cells are normal and some are genetically modified.

chitin: A complex polysaccharide polymer composed of 
repeating units of a sugar called N-acetylglucosamine. Chi-
tin forms the hard outer shell (exoskeleton) of crabs, lob-
sters, crawfish, shrimp, and other crustaceans. Also found 
in insects and other organisms.

chitosan: Polysaccharide polymer derived from chitin. Used 
in many applications from health care to agriculture to dyes 
for fabrics and in dietary supplements for weight loss.

chloroplast: The photosynthetic organelle of complex 
plants.

cholera: Acute intestinal infection of humans caused by the 
bacterium Vibrio cholerae that causes severe diarrhea, 
which can result in dehydration and death, particularly in 
young children, if not treated. Spreads by contaminated 
water and food; bacterium often found in water supplies of 
developing countries with poor sanitary conditions.

chorionic villus sampling: Technique for sampling fetal cells 
from the placenta to determine the genetic composition of 
these cells, such as the number of chromosomes or the sex 
of the fetus.

chromatin: Strings of DNA wrapped around proteins; present 
in the nucleus of eukaryotes and the cytoplasm of prokary-
otes; coils tightly together to form chromosomes during cell 
division.

chromatography: A columnar separation method that uses 
resin beads with special separation capabilities.

chromosomes: Highly folded arrangements of DNA and pro-
teins; they package DNA to allow even separation of genetic 
material during cell division.

chymosin:  See renin.

clinical trials: Experimental process of testing products before 
approval of a drug, or treatment plan for widespread use in 
humans; clinical trials involve several “phases” of carefully 
planned experiments in different numbers of human partic-
ipants to test drug effectiveness and safety.

clone: A genetically identical copy of a cell or whole organism; 
also describes the process of making copies of a gene, cell, 
or organism.

cocci: Bacteria with a spherical shape.

CODIS, Combined DNA Index System: CODIS enables fed-
eral, state, and local crime labs to exchange and compare 
DNA profiles electronically, thereby linking crimes to each 
other and to convicted offenders.

codons: A codon comprises a combination of three nucleotide 
sequences in an mRNA molecule. With few exceptions, 
each codon codes for a single amino acid; 64 possible 
codons compose the genetic code of mRNA molecules.
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dialysis: A separation of water and a solute involving a semi-
permeable membrane.

dicer: An enzyme that cuts microRNA transcripts into short 
single-stranded pieces of 21 to 22 nucleotides.

dicotyledonous: A term describing a seed with two embry-
onic seed leaves (like peanuts).

dideoxyribonucleotide (ddNTP): Nucleotides used for cer-
tain types of DNA sequencing methods. Structurally differ-
ent than nucleotides because they lack oxygen atoms at 
positions 2 and 3 of the deoxyribose sugar. As a result 
ddNTPs are called “chain-terminating nucleotides” because 
they cannot form phosphodiester bonds.

differential display PCR: A PCR technique that uses random 
primers to amplify DNA in two or more different samples 
with the purpose of identifying randomly amplified genes 
that are different (differentially expressed) in one sample 
compared with another sample.

differentiation: Cellular maturation process; involves 
changes in patterns of gene expression that affect the 
structure and functions of cells. For instance, embryonic 
stem cells differentiate to produce mature cells such as 
neurons, liver cells, skin cells, and all other cell types in 
the body.

diploid: Refers to a cell or an organism consisting of two 
sets of chromosomes: usually, one set from the mother 
and another set from the father. In a diploid state, the 
haploid number is doubled; thus, this condition is also 
known as 2n.

diploid number: Two sets of chromosomes (2n); often used 
to describe cells with two sets of chromosomes, typically 
one set from each parent.

directed molecular evolution: A process that selects for pro-
teins after extensive mutations.

direct-to-consumer (DTC) genetic tests: DNA sequence 
analysis or genetic testing of human DNA for comparison to 
known sequences that have been associated with abnormal 
human conditions; DTCs can be purchased directly without 
prescription.

DNA-binding domains: Regions with folded structural 
arrangements of amino acids called motifs that interact 
directly with DNA.

DNA fingerprinting: An analysis of an organism’s unique 
DNA composition as a characteristic marker or fingerprint 
for identification purposes, such as forensic analysis, 
remains identification, and paternity. DNA fingerprinting is 
also used in biologic research (for example, to compare 
related species based on their DNA sequences).

DNA helicase: Enzyme that separates two strands of a DNA 
molecule during DNA replication.

DNA library: See genomic DNA library or complementary (cDNA) 
library.

DNA ligase: Enzyme that forms covalent bonds between 
incomplete (Okazaki) fragments of DNA during DNA repli-
cation; routinely used for joining DNA fragments in recom-
binant DNA experiments.

DNA microarray (gene chip): A chip consisting of a glass 
microscope slide containing thousands of pieces of single-
stranded DNA molecules attached to specific spots on the 
slide; each spot of DNA is a unique sequence.

credible utility: Requirement of the USPTO that the 
researcher must convince the patent office that the applica-
tion is backed by sound science.

crown gall: A hardened mass of protruding dedifferentiated 
plant tissue usually resulting from an attack from Agro-
bacter.

cryopreservation: Storage of tissue samples at ultra low tem-
peratures (–150 to –20°C).

customer relations specialists: Sometimes work in QA divi-
sions of a company. One function of customer relations is to 
investigate consumer complaints about a problem with a 
product and follow up with the consumer to provide an 
appropriate response or solution to the problem encountered.

cystic fibrosis transmembrane conductance regulator 
(CFTR): Protein that serves as a “pump” to regulate the 
amount of chloride ions in cells; mutations in the CFTR are 
the cause of the genetic disorder cystic fibrosis.

cytokines: Stimulating factors that enhance an animal’s 
immune system function.

cytoplasm: The inner contents of a cell, consisting of fluid 
(cytosol) and organelles; its boundaries are defined by the 
plasma membrane.

cytosine: Abbreviated C; pyrimidine base present in DNA and 
RNA nucleotides.

cytosol: Gel-like, nutrient-rich aqueous (water-based) fluid of 
the cytoplasm.

dideoxyribonucleotide (ddNTP): Modified nucleotide. A 
ddNTP differs from a normal deoxyribonucleotide (dNTP) 
because it has a hydrogen group attached to the 3’ carbon 
of the deoxyribose sugar instead of a hydroxyl group-OH.

denaturation: A process that involves using high heat or 
chemical treatment to break hydrogen bonds in DNA or RNA 
molecules to separate complementary base pairs and create 
single-stranded molecules; also refers to the act of changing 
protein structure (through heat or chemical treatment).

deontological (Kantian) approach: Developed by German 
philosopher Immanuel Kant, this approach suggests that 
absolute principles (of moral or ethical behavior) should be 
followed to dictate our actions.

deoxyribonucleic acid (DNA): Double-stranded nucleic acid 
consisting of bases (adenines, guanines, cytosines, thymines), 
sugars (deoxyribose), and phosphate groups arranged in a 
helical molecule; inherited genetic material that contains 
“genes,” which direct the production of proteins in a cell.

depolymerization: A process of reducing multiunit structures 
to single units.

deregulated status: First step in the APHIS (USDA) review of 
a genetically altered product in which field-test reports, sci-
entific literature, and any other pertinent records are 
checked before APHIS determines whether the plant is as 
safe to grow as traditional varieties.

design patent: A design for an article of manufacture submit-
ted to the USPTO that is dictated primarily by the function 
of the article (such as a 3D shape).

diabetes mellitus: A condition of elevated blood sugar. There 
are several different forms of diabetes. In some people (type 
1 or insulin-dependent diabetes mellitus), the hormone 
insulin is missing.

diafiltration:  See dialysis.
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embryonic stem cells (ESCs): Cells typically derived from 
the inner cell mass of a blastocyst; cells can undergo differ-
entiation to form all cell types in the body.

Encyclopedia of DNA Elements (ENCODE) Project: 
Genome project to identify DNA regulatory sequences.

endotoxins (lipopolysaccharides): Molecules that are toxic 
to cells; endotoxins are part of the cell wall of certain bacte-
ria; endotoxins cause cell death.

enhancers: Specific DNA sequences that bind proteins called 
transcription factors to stimulate (“enhance”) transcription 
of a gene.

enucleation: Removal of the DNA from the nucleus of a cell.

Environmental Genome Project:  NIH program designed to 
study the impacts of environmental chemicals on human 
genetics and disease.

Environmental Protection Agency: See U.S. Environmental 
Protection Agency.

environmental genomics (metagenomics): Involves sequenc-
ing genomes for entire communities of microbes in environ-
mental samples of water, air, and soils from oceans throughout 
the world, glaciers, mines—virtually every corner of the globe.

EnviroPig: A transgenic pig expressing the enzyme phytase in 
its saliva. It is deemed environmentally friendly because it 
produces substantially less phosphorus in its urine and feces 
than do nontransgenic pigs.

enzymes: Catalytic proteins.

ES (embryonic stem) cell transfer: Embryonic stem cells 
(ES cells) are collected from the inner cell mass of blasto-
cysts. Transformed ES cells are usually injected into the 
inner cell mass of a host blastocyst.

Epigenome: Modifications in an organisms genome that are 
not due to mutations in DNA sequence.

ethidium bromide: Tracking dye that penetrates (interca-
lates) between the base pairs of DNA. Commonly used to 
stain DNA in gels because ethidium bromide fluoresces 
when exposed to ultraviolet light.

eugenics: The creation of a new superior species of human.

eukaryotic cells: Cells that contain a nucleus, including plant 
and animal cells, protists, and fungi.

European Agency for the Evaluation of Medicinal Prod-
ucts (EMEA): Agency that authorizes medicinal products 
for human and veterinary use. It also helps spread scientific 
knowledge by providing information on new products in all 
11 official EU languages.

exons: Protein-coding sequences in eukaryotic genes and 
mRNA molecules.

ex situ bioremediation: Removing contaminated soils or 
water from the site of contamination for clean-up at another 
location (as opposed to cleaning up pollutants at the con-
taminated site—a process called in situ bioremediation).

ex vivo gene therapy: Gene-therapy procedure that involves 
removing a person’s cells (such as blood cells) from the 
body, introducing therapeutic genes into these cells, and 
then reintroducing the cells back into a person.

experimental use permit (EUP): Permit issued by the EPA 
for field experiments with new plant varieties with pesti-
cidal capabilities that involve at least 10 acres of land or 1 acre 
of water; these experiments cannot be conducted without 
an experimental use permit.

DNA polymerase III: One form of DNA polymerase; the pri-
mary DNA polymerase which copies DNA in prokaryotes.

DNA polymerases: Key enzymes that copy strands of DNA 
during DNA replication to create new strands of nucleo-
tides; these have important applications for synthesizing 
DNA in molecular biology experiments.

DNAse: DNA-degrading enzyme.

DNA sequencing:  Laboratory technique for determining the 
nucleotide “sequence” or arrangement of A, G, T, and C 
nucleotides in a segment of DNA.

doctrine of equivalents: If a patent holder claims patent 
infringement on two similar DNA sequences, a court must 
decide whether the sequences have essentially the same 
function.

domain Archaea: A classification (domain) of prokaryotic 
cells; a common feature of these microbes is that they live 
in extreme environments, for example, boiling hot springs.

domain Bacteria: Taxonomic category of living organisms 
that includes bacteria; one of three domains (Bacteria, 
Archaea, Eukarya), domain Bacteria is the most diverse 
domain consisting of primarily unicellular prokaryotes.

domains:  Taxonomic categories above the kingdom level:  
Archaea, Bacteria, and Eukarya.

dot blot: A detection strip coated with DNA sequences that 
reflect sites in human DNA where antibody-forming alleles 
(gene) differ.

double-blind trial: Study, such as a clinical trial, in which 
neither the patients nor the researchers administering the 
treatment know which patients receive a drug treatment 
and which patients receive a placebo; researchers learn the 
treatment of each patient after the study is completed.

Down syndrome: Human genetic disorder first described  
by John Langdon Down. Most commonly results from 
individuals having three copies of chromosome 21 (trisomy 
21). Characteristics of affected individuals include a flat 
face; shortness; short, broad hands and fingers; protrud-
ing tongue; and impaired physical, motor, and mental  
development.

downstream processing: Purification processes involved in 
producing a pure product such as a recombinant protein.

DPT vaccine: Childhood vaccine designed to provide immune 
protection against bacterial toxins diphtheria, pertussis, and 
tetanus (contains killed Bordetella pertussis cells). Microbes 
producing these toxins cause upper respiratory infections, 
whooping cough, and tetanus (muscle spasm and paralysis), 
respectively.

E site: A groove through which tRNA molecules leave the 
ribosome.

efficacy: The effectiveness of a particular product such as a 
drug or medical procedure.

effluent: Water that has been treated to remove chemical pol-
lutants or sewage; treated water as it leaves a treatment 
facility, such as water leaving a sewage-treatment plant.

electroporation: A process for transforming bacteria with 
DNA that uses electrical shock to move DNA into cells; 
can also be used to introduce DNA into animal and plant 
cells.

embryo twinning: Splitting embryos in half at the two-cell 
stage of development to produce two embryos.
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gametes: Haploid cells often called “sex” cells include human 
sperm and egg cells (ova). Gametes join together during fer-
tilization to form a zygote (see meiosis).

gel electrophoresis: Laboratory procedure that involves using 
an electrical charge to move and separate biomolecules of 
different sizes, such as DNA, RNA, and proteins, through a 
semisolid separating gel matrix. Examples include agarose 
gel electrophoresis and polyacrylamide gel electrophoresis 
(PAGE).

GenBank: Renowned public database of DNA sequences pro-
vided by researchers throughout the world; resources for 
sharing and analyzing DNA sequence information.

gene: A specific sequence of DNA nucleotides that serves as a 
unit of inheritance. Genes govern visible and invisible char-
acteristics (traits) of living organisms in large part by direct-
ing the synthesis of proteins in a cell.

gene chip: See DNA microarray.

gene cloning: The process of producing multiple copies of a gene.

gene doping: Defined by the World Anti-Doping Agency as 
“the non-therapeutic use of cells, genes, genetic elements, 
or of the modulation of gene expression, having the capac-
ity to improve athletic performance.”

gene expression: Term generally used to describe the synthe-
sis (“expression”) of RNA by a particular cell or tissue. For 
instance, if mRNA for the fictitious gene korn is detected in 
a tissue by PCR or Northern blot analysis, that tissue is said 
to express the korn gene.

gene gun:  A microprojectile device used to propel genes on 
the surface of metal particles into cells.

Genentech: California company. Name derived from genetic-
engineering technology. Founded in 1976 and widely rec-
ognized as the world’s first biotechnology company.

gene regulation: General term used to describe processes by 
which cells can control gene activity or “expression” (RNA 
and protein synthesis).

gene therapy: The use of therapeutic genes to treat or cure a 
disease process; also refers to the delivery of genes to 
improve a person’s health.

generally-recognized-as-safe (GRAS) status: Status 
granted by the FDA if a food product or additive poses no 
foreseeable threat.

generic drugs: Copies of brand-name products that generally 
have the same effectiveness, safety, and quality but are pro-
duced at a cheaper cost to the consumer than the brand-
name drugs.

genetic code: Information contained in bases of DNA and RNA 
that provide cells with instructions for synthesizing proteins; 
consist of three-nucleotide combinations called codons.

genetic engineering: The process of altering an organism’s 
DNA. This is usually by design.

Genetic Information Nondiscrimination Act: This act 
prohibits discrimination based on genetics and the 
improper use of genetic information in health insurance 
and employment.

Genetic Testing Registry (GTR): A branch of the NCBI pro-
jected to be developed by late 2011, it will provide access to 
information about genetic tests for inherited and somatic 
genetic variations, including newer types of tests such as 
arrays and multiplex panels. GTR information about tests 

expressed sequence tags (ESTs): Small incomplete pieces 
(tags) of gene sequence such as those derived from a cDNA 
library; represent mRNAs expressed in a given tissue.

expression vector: DNA vector such as a plasmid that can be 
used to produce (express) proteins in a cell.

extrachromosomal DNA: DNA that is not part of an organ-
ism’s nuclear (chromosomal) DNA; examples include plas-
mid and mitochondrial DNA.

fermentation: A metabolic process that produces small 
amounts of ATP from glucose in the absence of oxygen and 
also creates byproducts such as ethyl alcohol (ethanol) or lac-
tic acid (lactate). Fermenting microbes (bacteria and yeast) 
are important for producing a variety of beverages and foods, 
including beer, wine, breads, yogurts, and cheeses.

fermenters (bioreactors): Containers for growing cultures of 
microorganisms or mammalian cells in a batch process. Fer-
menting vessels allow scientists to control and monitor 
growth conditions such as temperature, pH, nutrient concen-
tration, and cell density. Fermenters do not require oxygen 
when anaerobic organisms are fermenting nutrients. Bioreac-
tors use non-fermenting organisms that require oxygen.

fertilization (nutrient enrichment):  Addition of nutrients 
(fertilizer such as nitrogen and phosphorus) to a contami-
nated environment to stimulate growth and activity of 
naturally occurring soil microorganisms that will aid biore-
mediation.

field trials: Tests outside of the laboratory required by APHIS 
(USDA) after a new plant has been engineered in a labora-
tory; may require several years to investigate everything 
about the plant, including disease resistance, drought toler-
ance, and reproductive rates.

5’ end: The end of a strand of DNA or RNA in which the last 
nucleotide is not attached to another nucleotide by a phos-
phodiester bond involving the 5’ carbon of the pentose 
sugar.

finance divisions: Unit responsible for overseeing company 
finances.

fluorescence in situ hybridization (FISH): Laboratory 
technique that uses single-stranded DNA or RNA probes 
labeled with fluorescent nucleotides to identify gene 
sequences in a chromosome or cell in situ (Latin for “in 
its original place”).

Food and Drug Administration (FDA): An agency of the 
federal government that regulates food and drug safety.

forensic biotechnology: The analysis and application of bio-
logic evidence such as DNA and protein-sequence data to 
help solve or recreate crimes.

forensic science: Application of a broad spectrum of sciences 
to answer questions of interest to a legal system.

frameshift mutation: Mutation resulting from the addition 
or deletion of nucleotides that causes a shift in the genetic 
code-reading frame of a gene.

functional genomics: Genetic-sequencing analysis of genes 
active during a cellular event.

fungi: Eukaryotic organisms that belong to kingdom Fungi.

fusion proteins: A “hybrid” recombinant protein consisting of 
a protein from a gene of interest connected (fused) to 
another, well-known protein that serves as a tag for isolat-
ing recombinant proteins.
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haploid: A single set of 23 chromosomes.

haploid number: A single set of chromosomes (n); often used 
to describe cells with a single set of chromosomes.

HapMap Project: See International HapMap Project.

helix: One of two secondary structures of proteins.

hemoglobin: Oxygen-binding and oxygen-transporting pro-
tein of red blood cells in vertebrates. Mutation of globin 
genes that encode hemoglobin results in a number of differ-
ent human blood disorders with a genetic basis, including 
sickle-cell disease.

Herceptin: Herceptin is approved for the treatment of early-
stage breast cancer that is Human Epidermal growth factor 
Receptor 2-positive (HER2+) and has spread into the lymph 
nodes, or is HER2+ and has not spread into the lymph 
nodes. If it has not spread into the lymph nodes, the cancer 
needs to be estrogen receptor/progesterone receptor (ER/
PR)-negative or have one high risk feature.

high-performance liquid chromatography (HPLC): High-
pressure separation of similar proteins by using incompress-
ible beads with special properties.

Hippocratic Oath: An oath that embodies the obligations and 
duties of medical doctors; one expectation of the oath is 
that physicians treat patients with the intent of not worsen-
ing human health (“first, do no harm”).

histones: DNA-binding proteins that are important for chro-
mosomal structure.

homologous pairs: Pairs of chromosomes or genes that occur 
in organisms with multiple sets of chromosomes.

homologous recombination: A gene recombines with its 
corresponding existing gene on a chromosome (with which 
it has a high degree of sequence similarity), replacing part 
or all of the gene.

homologues: Related genes in different species; genes share 
sequence similarity because of a common evolutionary origin.

hormones: Molecules involved in chemical signaling between 
cells and organs; transported in body fluids, hormones 
interact with and control the activity of many cells.

human antimouse antibody (HAMA) response: Mouse 
hybridomas produce enough “mouse” antigens that they 
still evoke an undesirable immune response in humans.

human embryonic stem cells: Stem cells are immature cells 
that can grow and divide to produce different types of cells 
such as skin, muscle, liver, kidney, and blood cells. Most 
stem cells are obtained from embryos (embryonic stem cells 
or ESCs). Some ESCs can be isolated from the cord blood of 
newborn infants.

Human Epigenome Project: Project designed to reveal epi-
genetic changes in different cell and tissue types and to 
evaluate potential roles of epigenetics in diseases,

humane treatment: Compassionate and sympathetic 
approach, as applied to treating humans or animals.

Human Genome Project: An international effort with overall 
scientific goals of identifying all human genes and determin-
ing (mapping) their locations to each human chromosome.

Human Microbiome Project: Project designed to identify the 
genomes of all microorganisms (bacterial, yeast, viral) living 
in or on the human body.

human papillomavirus (HPV): Causes about 70% of cervi-
cal cancers (HPV strains 16 and 18) and a large percentage 

primarily will be based on voluntary data submissions by 
test developers and manufacturers.

genetically modified (GM) foods: Foods derived from 
sources that have been genetically modified (and must be 
approved) for consumption.

genetically modified (GM) organisms: GM organisms 
included selectively bred and transgenic organisms. For 
example, GM crops have been produced to plants that can 
resist pests, disease, or harsh climates, allowing better pro-
duction of crops.

genome: All of the genes in an organism’s DNA.

Genome 10K plan: Project to create a genomic “zoo” contain-
ing the sequences of 10,000 vertebrate species.

genomic DNA library: Collection of DNA fragments contain-
ing all DNA sequences in an organism’s genome; can be 
“screened” to isolate genes of interest.

genomics: The study of genomes.

germline genetic engineering: Genetic alteration of sperm, 
eggs, or embryos to create inheritable genetic changes in 
offspring.

Gleevec: A drug used to treat certain types of leukemia (can-
cer that begins in the white blood cells) and other cancers of 
the blood cells. Imatinib (Gleevec) is also used to treat gas-
trointestinal stromal tumors.

glycosylation: A natural process of adding sugar units to pro-
teins by complex cells.

glyphosphate: A small molecule that interacts and blocks 
5-enolpyruvylshikimate-3-phosphate synthase (EPSPS), a 
key enzyme in plant photosynthesis. Resistant plants have a 
substitute pathway obtained by gene transfer.

Golden Rice:  Genetically engineered rice with high vitamin 
A content.

good clinical practice (GCP): An FDA requirement governing 
clinical trials that protects the rights and safety of human sub-
jects and ensures the scientific quality of experiments.

good laboratory practice (GLP): An FDA requirement that 
testing laboratories follow written protocols, have adequate 
facilities, provide proper animal care, record data properly, 
and conduct valid toxicity tests.

good manufacturing practice (GMP): Regulations instituted 
by the FDA to govern animal studies of pharmaceutical 
products.

green fluorescent protein (GFP): Protein produced by the 
bioluminescent jellyfish Aequorea victoria. Protein fluoresces 
when exposed to ultraviolet light; the GFP gene is used as a 
reporter gene.

Gram stain: Technique for staining the bacterial cell wall that 
can be used to divide bacteria into different categories, 
gram-positive or gram-negative bacteria.

growth factors: Molecules that stimulate cell growth and 
division.

growth hormone (GH): A peptide hormone produced by the 
pituitary gland; accelerates the growth of bone, muscle, and 
other tissues.

guanine: Abbreviated G; purine base present in DNA and RNA 
nucleotides.

HAMA response: When mouse hybridoma-produced human 
antibodies produce enough “mouse” antigens, they evoke 
this undesirable immune response in humans.
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ment, “reprograms” the fibroblasts back to an earlier stage of 
differentiation. iPS cells demonstrate many properties of 
hESCs, such as self-renewal and pluripotency, and appear to 
be indistinguishable from hESCs.

influenza: Caused by a large number of viruses that belong to 
the influenza family of viruses. Influenza kills approxi-
mately 500,000 to 1 million people worldwide each year. 
Because flu viruses mutate so rapidly, no one-size-fits-all 
vaccine protects against all strains.

informed consent: Applies to clinical trials in humans. 
Patients are made aware of potential beneficial and harm-
ful effects of a particular treatment so that they are 
informed of the risks of a procedure before they agree 
(consent) to participate.

inherited mutations: A change in DNA structure or sequence 
of a gene passed to offspring through gametes; can be a 
cause of birth defects and genetic disease.

initial public offering (IPO): First sale of stock by a formerly 
private company. It can be used by either small or large 
companies to raise expansion capital and become publicly 
traded enterprises.

inner cell mass: Layer of cells in the blastocyst that develop to 
form body tissues; a source of embryonic stem cells.

Innocence Protection Act: A law that gives the convicted 
access to DNA testing, prohibits states from destroying bio-
logical evidence as long as a convicted offender is impris-
oned, prohibits denial of DNA tests to death-row inmates, 
and encourages compensation for convicted innocents.

inorganic compounds: See inorganic molecules.

inorganic molecules: Molecules that do not contain carbon.

insulin: Protein hormone produced by cells of the pancreas; 
involved in glucose metabolism by cells; deficiencies in 
insulin production or insulin-receptor production can cause 
different forms of diabetes.

insulin-dependent (type I) diabetes mellitus: Caused by an 
inadequate production of insulin by beta cells. The decreased 
production of insulin results in an elevated blood glucose 
concentration that can cause a number of health problems 
such as high blood pressure, poor circulation, cataracts, and 
nerve damage. People with type I diabetes require regular 
injections of insulin to control their blood sugar levels.

integration: Inserting DNA into a genome. A process by 
which retroviruses such as lentivirus and HIV can enter host 
cells, copy their RNA genome into DNA and then randomly 
insert their DNA into the genome of the host cell, where it 
remains permanently.

International HapMap Project: International effort to 
develop haplotype maps of human genetic variation; 
includes SNP analysis of the genome. 

International Laboratory for Tropical Agricultural 
Biotechnology (ITLAB): A not-for-profit research labo-
ratory funded by Monsanto and others to research plant 
varieties that could benefit countries by improving their 
food quality.

introns: Non–protein-coding sequences in eukaryotic genes 
and primary transcripts that are removed during RNA 
splicing.

investigational new drug (IND) application: A formal 
request to the FDA to consider the results of previous ani-
mal experiments, the nature of the substance itself, and the 
plans for further testing.

of genital warts (caused by HPV strains 6 and 11). Cervical 
cancer affects 1 in 130 women, nearly half a million women 
worldwide, and approximately 70% of sexually active 
women will become infected with HPV.

Human Proteome Project: A federal initiative proposed to 
study the structures and functions of all human proteins 
(the proteome).

Humulin: The recombinant form of human insulin, became the 
first recombinant DNA product to be approved for human 
applications by the U.S. Food and Drug Administration.

hybridization: The joining of two DNA strands by comple-
mentary base pairing; for instance, binding of a single-
stranded DNA probe to another DNA molecule.

hybridomas: Hybrid cells used to create monoclonal antibodies; 
created by fusing B cells with cancerous cells called myeloma 
cells that no longer produce an antibody of their own.

hydrophilic: Water-loving (portion of protein molecule).

hydrophobic interaction chromatography (HIC): Chro-
matographic separation based on binding of hydrophobic 
parts of proteins to the column.

hydrophobic: Water-hating (portion of protein molecule).

hydroponic systems: A form of aquaculture in which tanks 
of flowing water are used to grow plants; in some cases, 
water from fish aquaculture tanks is used to provide nutri-
ents for plant growth in a polyculture approach.

hydroxyapatite (HA): Structural component of bone and 
cartilage.

in situ bioremediation: Cleaning up pollutants at the actual 
site of contamination; “in place” clean-up as opposed to 
removing contaminated soils or water from the clean-up 
site for remediation at another location—a process called ex 
situ bioremediation.

in situ hybridization: Laboratory technique that uses single-
stranded DNA or RNA probes, usually labeled with radioac-
tive or color-producing nucleotides, to identify gene 
sequences in a chromosome or cell in situ (Latin for “in its 
original place”).

in vitro: Occurring within an artificial environment such as a 
test tube; from Latin “in glass.”

in vitro fertilization (IVF): Assisted-reproduction technology 
in which sperm and egg cells are removed from patients and 
cultured in a dish (in vitro) to achieve fertilization.

in vivo: Occurring within a living organism; from Latin “in 
something alive.”

in vivo gene therapy: Gene therapy procedure that involves 
introducing therapeutic genes directly into a person’s tissue 
or organs without removing them from the body.

inactivated vaccines: Vaccine consisting of killed microor-
ganisms.

inclusion bodies: Foreign proteins that concentrate in trans-
formed cell.

indigenous microbes: Naturally occurring microorganisms 
living in the environment.

induced-pluripotent stem cells (iPSCs): Nuclear reprogram-
ming of mouse and human cells, heralded as a revolution in 
stem-cell biology research. One approach has involved using 
retroviruses to deliver four transgenes Oct3/4, Sox2, c-myc, 
and Klf4 into fibroblasts. Expression of these four genes, 
which encode transcription factors involved in cell develop-
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lipases: Fat-digesting enzymes.

liposomes: Small hollow spheres or particles made of lipids; can 
be packaged to contain molecules such as DNA and medicines 
for use in therapeutic procedures (for example, gene therapy).

luciferase: A light-releasing enzyme present in bioluminescent 
organisms.

lyophilization: The process of freeze-drying.

lysis: The dissolution or destruction of cells.

lytic cycle: A process of bacteriophage replication that 
involves phages infecting bacterial cells and then replicating 
and rupturing (lysing) the bacterial host cells.

macrophage: Term literally means big eaters; macrophages 
are phagocytic white blood cells that engulf and destroy 
dead cells and foreign materials such as bacteria.

major histocompatibility complex (MHC): Tissue-typing 
proteins present on all cells and tissues; recognized by a person’s 
immune system to determine whether cells are normal body 
cells or foreign; MHCs must be “matched” for successful organ 
transplantation.

malaria: Caused by the protozoan parasite Plasmodium falci-
parum and transmitted by insects. Worldwide, Plasmodium 
strains are developing resistance to the most commonly 
used antimalarial drugs.

manufacturing assistant: Entry-level job includes material 
handlers, manufacturing assistants, and manufacturing 
associates. Supervisory and management-level jobs usually 
require a bachelor’s or master’s degree in biology or chem-
istry and several years of experience in manufacturing the 
products or type of product being produced by a company.

manufacturing technicians: Must strictly comply with Food 
and Drug Administration (FDA) regulations at all stages of 
producing biotech drugs.

mariculture: The cultivation or “farming” of aquatic organ-
isms (animals or plants).

marker gene: See reporter gene.

marketing specialist: Marketing and sales position in bio-
technology companies; marketing specialists are often 
involved in designing ad campaigns and promotional mate-
rials to market effectively a company’s products.

Mass Fatality Identification System (M-FISys): M-FISys 
was essentially built in response to the 9/11 tragedy. Gene 
Codes did not have to write entirely new software, and they 
were able to customize M-FISys as necessary. In addition to 
analyzing mitochondrial DNA, M-FISys incorporated male-
specific variations in the Y chromosome called Y-STRs to aid 
in the identification of individuals.

mass spectrometry (mass spec): Separation for identifica-
tion of chemicals (e.g., proteins) based on charge-to-mass 
ratio.

maternal chromosomes: The 23 chromosomes inherited 
from your mother.

medical biotechnology: A diverse discipline of biotechnology 
dedicated to improving human health; includes a spectrum 
of topics in human medicine from disease diagnosis to drug 
discovery, disease treatment, and tissue engineering.

meiosis: A nuclear division process that occurs during forma-
tion of gametes. Meiosis involves a series of steps that 
reduce the amount of DNA in newly divided cells by half 
compared with those in the original cell.

ion-exchange chromatography (IonX): The attachment of 
protein to a column based on its charged side groups.

isoelectric focusing: Migration of a protein until its charge 
matches the pH of the medium.

isoelectric point (IEP): The pH at which the charge on pro-
teins matches that of the surrounding medium.

Kantian approach: See deontological (Kantian) approach.

karyotyping: A laboratory procedure for analyzing the num-
ber and structure of chromosomes in a cell.

knock-in animals: Animals can have a human gene inserted 
to replace their own counterpart by homologous recombi-
nation to become knock-ins.

knock-outs: An active gene is replaced with DNA that has no 
functional information.

laboratory technicians: Entry-level laboratory jobs with a 
range of responsibilities such as preparing solutions and 
mediums, ordering laboratory supplies, cleaning and main-
taining equipment; may sometimes involve bench research.

lac operon: A well-characterized bacterial operon that con-
tains a series of genes (lacZ,Y, Z) responsible for metabolism 
of the sugar lactose.

lac repressor: Inhibitory protein encoded by the lacI gene of 
the lactose (lac) operon in bacteria; in the absence of lac-
tose, repressor blocks transcription of the lac operon.

lactic acid fermentation: See fermentation.

lagging strand: During DNA replication, the strand of newly 
synthesized DNA that is copied by DNA polymerase in a dis-
continuous (interrupted) fashion, 5’ to 3’ away from the 
replication fork as a series of short DNA pieces called  
Okazaki fragments.

landfarming: Process by which contaminated soil is removed 
from a site and spread into thin layers on a pad that allows 
polluted liquids (usually water) to leach from the soil. Chem-
icals also vaporize from spread-out soil as the soil dries.

leachate: Water or other liquids that move (leach) through the 
ground from the surface or near the surface to deeper layers.

leading strand: During DNA replication, the strand of newly 
synthesized DNA that is copied by DNA polymerase in a 
continuous fashion, 5’ to 3’ into the replication fork.

leaf-fragment technique: A method of plant cloning from 
asexual plant tissue.

Leber’s congenital amaurosis (LCA): Degenerative disease 
of the retina that affects 1 in 50,000 to 100,000 infants each 
year and causes severe blindness; caused by defects in the 
RPE65 gene.

legal specialists: In biotechnology companies, typically work 
on legal issues associated with product development and 
marketing, such as copyrights, naming rights, and obtaining 
patents. Staff in this area also address legal circumstances 
that may arise if problems are found with a product or liti-
gation from a user of a product.

leukocytes: White blood cells; important cells of the immune 
system; include B and T lymphocytes and macrophages.

ligands: Binding components.

limulus amoebocyte lysate (LAL) test: A procedure involv-
ing blood cells (amoebocytes) from the horseshoe crab 
(Limulus polyphemus); an important test used to detect 
endotoxin and bacterial contamination of foods, medical 
instruments, and other applications.
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missense mutation: A mutation changing a codon to another 
codon that codes for a different amino acid.

mitochondrial DNA: Small circular DNA found in mitochon-
dria responsible for proteins unique to mitochondria. Muta-
tions in this DNA can be followed from mother to offspring, 
because the egg is the predominant source of mitochondria.

mitosis: A nuclear-division process that occurs during cell 
division in eukaryotic somatic cells and prokaryotes; divided 
into four major stages (prophase, metaphase, anaphase, and 
telophase). Mitosis results in the even separation of DNA 
into dividing cells.

MMR vaccine: Measles, mumps, and rubella (German mea-
sles) vaccine designed to provide immune protection against 
common childhood diseases.

model organisms: Nonhuman organisms that scientists use to 
study biologic processes in experimental laboratory condi-
tions; common examples include mice, rats, fruit flies, 
worms, and bacteria.

molecular pharming: The use of plants as sources of pharma-
ceutical products.

monoclonal antibodies (MABs): Antibody proteins pro-
duced from clones of a single (“mono”) cell; these proteins 
are highly specific for a particular antigen.

monocotyledonous: Describes a plant with a single embry-
onic seed leaf (like corn).

moratorium: As it relates to science, a temporary but com-
plete stoppage of any research.

morula: Latin term meaning “little mulberry;” solid ball of 
cells that forms during embryonic development in animals, 
created by repeated cell division of the zygote.

motifs: These regions, called DNA-binding domains, have 
folded structural arrangements of amino acids called motifs 
that interact directly with DNA.

multilocus probes: The probe will bind only to complemen-
tary sequences of DNA, located at more than one site in the 
genome.

mutagens: Physical or chemical agents that cause mutations.

mutation: A change in the DNA structure or sequence of a 
gene.

myelomas: Antibody-secreting tumors.

nanomedicine: Applying nanotechnology to improve health; 
for instance, microsensors that can be implanted into 
humans to monitor vital values such as blood pressure.

nanotechnology: Engineering and structures and technolo-
gies at the nanometer scale.

National Institutes of Health (NIH): Government agency 
that is the focal point for medical research in the United 
States; houses world-renowned research centers and agen-
cies that are an essential source of funding for biomedical 
research in the United States.

New Drug Authorization (NDA): Approval of a new drug 
by the Food and Drug Administration (FDA) after the drug 
has successfully passed through Phase III clinical trials.

nitrogenous base: Important component of DNA and RNA 
nucleotides; often simply called a “base.” Nitrogen-con-
taining structures include double-ring purines (which 
include the bases adenine and guanine) and single-ring 
pyrimidines (which include the bases cytosine, thymine, 
and uracil).

membrane filtration: Using a thin membrane sheet with 
small holes (pores) to filter materials (such as large proteins 
or whole cells) out of a solution.

messenger RNA (mRNA): A template for protein synthesis, 
is an exact copy of a gene, contains nucleotide sequences 
copied from DNA that serve as a genetic code for synthesiz-
ing a protein, and is then bound and “read” by ribosomes to 
produce proteins.

metabolic engineering: Modifying an energy-generating or 
energy-requiring chemical process (usually to improve 
energy generation or to reduce energy use) through a bio-
technical or chemical process.

metabolomics: A biochemical snapshot of the small mole-
cules produced during cellular metabolism, such as glucose, 
cholesterol, ATP, and signaling molecules that result from a 
cellular change.

metagenomics: The sequencing of genomes for entire com-
munities of microbes in environmental samples of water, 
air, and soils from oceans throughout the world, glaciers, 
mines—virtually every corner of the globe.

metallothioneins: Metal-binding proteins.

microbes: Tiny organisms that are too small to be seen indi-
vidually by the naked eye and must be viewed with the 
help of a microscope. Although the most abundant microor-
ganisms are bacteria, microbes also include viruses, fungi 
such as yeast and mold, algae, and single-celled organisms 
called protozoa.

microbial biotechnology: Discipline of biotechnology that 
involves the use of organisms (microorganisms such as bac-
teria and yeast) that cannot be seen individually by the 
naked eye to make valuable products and applications.

microbial diagnostics: Methods for identifying microbes for 
different purposes such as clinical diagnosis of bacteria 
infections, detecting microbes causing food outbreaks, and 
detecting bioweapons; many of these techniques are based 
on molecular analysis of DNA.

Microbial Genome Program (MGP): U.S. Department of 
Energy program to map and sequence genomes of a broad 
range of microorganisms.

microcosms: Test environments designed to mimic polluted 
environmental conditions; may consist of bioreactors or sim-
ply a bucket of polluted soil; allows scientists to test clean-up 
strategies on a small scale under controlled conditions before 
trying a particular clean-up approach in the environment.

microfiltration: Removal of particles 40 μm or smaller.

microorganisms (microbes): Organisms that cannot individ-
ually be seen with the naked eye; include bacteria, yeast, 
fungi, protozoans, and viruses.

microRNAs (miRNAs): A new class of non-protein coding 
RNA molecules. MicroRNAs are part of a rapidly growing 
family of small RNA molecules about 20 to 25 nucleo-
tides in size that play novel roles in regulating gene 
expression.

microsatellites: Also known as short tandem repeats (STRs), 
microsatellites are short repeating sequences of DNA usu-
ally consisting of one-, two-, or three-base sequences (for 
example, CACACACACA); microsatellites are important 
markers for forensic DNA analysis.

microspheres: Tiny particles that can be filled with drugs or 
other substances and used in therapeutic applications.
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oxidation: The removal of one or more electrons from an 
atom or molecule.

oxidizing agents: Atoms or molecules that accept elec-
trons during a redox reaction and cause the oxidation of 
other atoms or molecules; known as electron acceptors, 
oxidizing agents become reduced when they accept an 
electron.

P (peptidyl) site (of a ribosome): Portion of a ribosome into 
which peptidyl tRNA molecules bind during translation.

p arm: “Petit” or small/short arm of a chromosome.

paleogenomics: The analysis of ancient DNA such as DNA 
from fossils; also called “stone-age genomics.”

palindrome: A word or phrase that reads the same forward 
and backward (for example, “a toyota”). In the context of 
biotechnology, a DNA sequence with complementary 
strands that reads the same forward and backward. Most 
restriction enzyme recognition sequences are palindromes.

papain: Protein-digesting enzyme.

parthenogenesis: Creating an embryo without fertilization by 
pausing DNA division in an egg and allowing the egg to 
develop with an increased number of chromosomes; for 
instance, preventing chromosomes from separating in a 
human egg creates a diploid cell that may develop to form 
an embryo.

patent: Legal recognition that gives an inventor or researcher 
exclusive rights to a product and prohibits others from mak-
ing, using, or selling the product for a certain number of 
years (20 years from the date of filing).

patenting: The process of receiving a patent (see patent).

paternal chromosomes: Copies of chromosomes inherited 
from the father.

pathogens: Disease-causing organisms.

pentose sugar: A five-carbon sugar; important components of 
DNA and RNA nucleotide structure. The pentose sugar 
deoxyribose is contained in DNA nucleotides; the pentose 
sugar ribose is contained in RNA nucleotides.

peptidoglycan: Structure in bacterial cell walls consisting of 
specialized sugars and short, interconnected polypeptides.

peptidyl transferase: The rRNA enzyme that is part of the 
large ribosomal subunit; catalyzes the formation of peptide 
bonds between amino acids during translation.

peptidyl tRNA: The tRNA molecule attached to a growing 
polypeptide chain; located in the P site of a ribosome during 
translation.

permease: Enzyme produced by the lacY gene of the lactose 
(lac) operon in bacteria; permease transports the disaccha-
ride lactose into bacterial cells.

Personal Genome Project (PGP): An international project 
to develop personal genomics technologies and practices 
with several goals such as effective, informative, and 
responsible management of personal genome data, analy-
sis and open sharing of personal genome sequences, and 
the establishment of how personal genomes may be used 
for improving human health and fighting disease. 

personalized genomes: Sequencing a genome for an  
individual.

personalized genomics: A branch of genomics where indi-
vidual genomes are sequenced and analyzed using bioinfor-
matics tools that may lead to personalized medicines.

noninvasive prenatal genetic diagnosis (NIPD): tests 
based on fragments of fetal DNA from cells that have died 
and been digested by enzymes. Free-floating DNA frag-
ments end up in the mother’s bloodstream and can be 
tested using a blood sample from the mother.

nonsense mutations: Mutations that change a codon into a 
stop codon; these usually produce a shortened, poorly func-
tioning, or nonfunctional protein.

Northern blot analysis: Laboratory technique for separating 
RNA molecules by gel electrophoresis and transferring 
(blotting) RNA onto a filter paper blot for use in hybridiza-
tion studies.

Northern blotting: See Northern blot analysis.

notification: A declaration to the USDA that can be used to 
“fast-track” some new agricultural products, in which the 
plant species are well characterized, introduce no new disease, 
are contained within the nucleus, do not produce a toxin, and 
are not produced from a plant, animal, or human virus.

nuclear envelope: A double-layered membrane, is typically 
the largest structure in an animal cell.

nuclear reprogramming of somatic cells: Used for isolating 
stem cells without creating an embryo. The basic concept of 
this approach is to use genes involved in cell development 
to push a somatic cell back to an earlier stage of develop-
ment and affect gene expression, to reprogram the somatic 
cell genetically to return to a pluripotent state characteristic 
of the stem cells from which it was derived.

nucleic acids: Molecules composed of nucleotide building 
blocks; two major types are DNA and RNA.

nucleotide: Building block of nucleic acids; consists of a five-
carbon (pentose) sugar molecule (ribose or deoxyribose), a 
phosphate group, and the bases adenine (A), guanine (G), 
cytosine (C), thymine (T), or uracil (U).

nucleus: Membrane-enclosed organelle that contains the DNA 
of a eukaryotic cell.

nutrient enrichment: See fertilization.

nutrigenomics: A new field of nutritional science focused on 
understanding interactions between diet and genes.

oligonucleotides (oligos): Short, single-stranded synthetic 
DNA sequences; used in PCR reactions and as DNA probes.

oncogenes: Cancer-causing genes; they are usually part of the 
genome and have normal functions; when mutated, onco-
genes contribute to the development of cancer.

operator: Region of DNA, such as that located in an operon, 
that binds to a specific repressor protein to control expres-
sion of a gene or group of genes such as an operon.

operons: Gene units common in bacteria; typically consisting 
of a series of genes, located on adjacent regions of a chro-
mosome, and regulated in a coordinated fashion. Many 
operons are involved in bacterial cell metabolism of nutri-
ents such as sugars. Refer to the lac operon as a well-char-
acterized bacterial operon.

organelles: Small structures in the cytoplasm of eukaryotic 
cells that perform specific functions.

organic molecules: Molecules that contain carbon and hydrogen.

origins of replication: Specific locations in a DNA molecule 
where DNA replication begins.

osteoporosis: Category of bone disorders that generally 
involve a progressive loss of bone mass.
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polyculture (integrated aquaculture): Raising more than 
one aquatic species in the same environment. For instance, 
cultivating fish together with aquatic vegetation.

polygalacturonase: An enzyme naturally produced by plants 
that digests tissue, causing rotting.

polymerase chain reaction (PCR): Laboratory technique for 
amplifying and cloning DNA; involves multiple cycles of 
denaturation, primer hybridization, and DNA polymerase 
synthesis of new strands.

polypeptide: A chain of amino acids joined by covalent 
(peptide) bonds; usually greater than 50 amino acids in 
length.

polyploids: Organisms with an increased number of complete 
sets of chromosomes.

posttranslational modifications: Protein modifications that 
occur naturally after initial synthesis.

precipitates: Combines because of mutual attraction.

preimplantation genetic testing: PCR and ASO analysis as 
well as FISH are being used to screen for gene defects in sin-
gle cells from eight- to 32-cell–stage embryos created by in 
vitro fertilization. Allows individuals to select a healthy 
embryo before implantation.

Prialt (ziconotide): FDA-approved peptide conotoxin purified 
from the marine cone snail Conus magus by the Elan Corpo-
ration of Ireland. Conotoxins peptides are natural neurotox-
ins that block neural pathways that relay pain messages to 
the brain. Prialt is a painkiller used to treat chronic, severe 
forms of pain, such as back pain.

primary sequence: Amino acid sequence of a protein.

primary transcript (pre-mRNA): Initial mRNA molecule 
copied from a gene in the nucleus of eukaryotic cells; 
undergoes modifications (processing) to produce mature 
mRNA molecules that enter the cytoplasm.

primase: Enzyme that adds small RNA segments to a single 
strand of DNA as an early and necessary step for DNA 
replication.

primers: Oligonucleotides complementary to specific 
sequences of interest; used in PCR reactions to amplify DNA 
and DNA-sequencing reactions.

principal/senior scientists: Science leadership position in 
biotechnology companies; senior scientists are usually Ph.D. 
or M.D.-trained individuals who plan and direct the 
research priorities of a company.

prions: Infections protein particles. They attract normal cell 
proteins and induce changes in their structure, usually lead-
ing to the accumulation of useless proteins that damage 
cells. Prion diseases can occur in sheep and goats (scrapie) 
and cows (bovine spongiform encephalitis, or “mad cow” 
disease). Human forms of these brain-destroying diseases 
include kuru and transformable spongiform encephalitis 
(TSE). All these diseases involve changes in the conforma-
tion of prion precursor protein, a protein normally found in 
mammalian neurons as a membrane glycoprotein.

probe: Single-stranded DNA or RNA molecule (labeled, for 
instance, with radioactive or fluorescing nucleotides) that 
can bind other DNA or RNA sequences by complementary 
base pairing and be detected by a process such as autoradi-
ography; important laboratory technique for such applica-
tions as identifying genes and studying gene activity. Protein 

personhood: A term popular in bioethics that defines an 
entity that qualifies for protection based on certain attri-
butes not intrinsic (built-in) or automatic values.

pharmaceutical companies: Companies creating drugs for 
the treatment of human health conditions.

pharmacogenomics: A form of customized medicine in which 
disease-treatment strategies are designed based on a person’s 
genetic information (for a particular health condition).

phase I: The first clinical phase of FDA testing in which 20 to 
80 healthy volunteers take the medicine to see whether 
any unexpected side effects are present and to establish 
the dosage levels.

phase II: The second clinical phase of FDA testing in which 
the testing of the new treatment on 100 to 300 patients 
who actually have the illness occurs.

phase III: The third clinical phase of FDA testing in which 
between 1,000 and 3,000 patients in double-blinded tests 
are tested after phase II has shown no adverse side effects; 
usually lasts for 3.5 years.

phase testing: A statistically significant number of trials are 
required on cell cultures, in live animals, and on human 
subjects in the three-phase testing processes specified by the 
Food and Drug Administration.

phosphodiester bonds: Covalent bonds between the sugars of 
one nucleotide and the phosphate group of an adjacent 
nucleotide; join nucleotides within strands of DNA and RNA.

phytoremediation: Using plants for bioremediation.

placebo: A blank or ineffective treatment. Used in the scien-
tific practice of having a control group in an experiment, 
such as a drug trial, that receives an ineffective pill or treat-
ment such as a sugar pill or injection of water instead of the 
actual medication being tested.

plant patent: A patent received for a genetically unique living 
plant.

plant transgenesis: Gene transfer to a plant from another 
species.

plaques: Small clear spots of dead bacteria appearing on a cul-
ture plate, caused by bacterial cell lysis by bacteriophage.

plasma (cell) membrane: A double-layered structure, consist-
ing of lipids, proteins, and carbohydrates, that defines the 
boundaries of a cell; performs important roles in cell shape 
and regulating transport of molecules in and out of a cell.

plasma cells: Antibody-producing cells that develop from B 
lymphocytes after B cells are exposed to foreign materials 
(antigens).

plasmids (plasmid DNA): Small, circular, self-replicating 
double-stranded DNA molecules found primarily in bacte-
rial cells. Plasmids often contain genes coding for antibiotic 
resistance proteins and are routinely used for DNA-cloning 
experiments.

pluripotent: Term used to describe cells, such as embryonic 
stem cells, with the potential to develop into other cell types.

point mutations: A single base change in DNA sequence.

polarity: Refers to the 5’ and 3’ ends of DNA and RNA molecules.

polyadenylation: Addition of a short sequence or “tail” of 
adenine (A) nucleotides to the 3’ end of an mRNA mole-
cule; occurs during RNA splicing in eukaryotes; poly(A) tail 
is important for mRNA stability in the cytoplasm.
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q arm: Long arm of a chromosome.

quality assurance (QA): All activities involved in regulating 
the final quality of a product, including quality-control 
measures.

quality control (QC): Procedures that are part of the QA pro-
cess involving laboratory testing and monitoring of produc-
tion processes to ensure consistent product standards (of 
purity, performance, and the like).

quasi-automated x-ray crystallography: Fast x-ray analysis 
of protein structure by using algorithms and data analysis.

quaternary structure: Proteins containing more than one 
amino acid chain that is folded into a tertiary structure.

real-time or quantitative PCR (qPCR): New applications in 
PCR technology make it possible to determine the amount 
of PCR product made during an experiment. Uses primers 
made with fluorescent dyes and specialized thermal cyclers 
that enable researchers to quantify amplification reactions 
as they occur.

recognition sequence: See restriction site.

Recombinant DNA Advisory Committee (RAC): NIH 
panel responsible for establishing and overseeing guidelines 
for recombinant DNA research and related topics.

recombinant DNA technology: Technique that allows DNA 
to be combined from different sources; also called gene or 
DNA splicing. Recombinant DNA is an important technique 
for many gene-cloning applications.

recombinant proteins: Commercially valuable proteins cre-
ated by recombinant DNA technology and gene-cloning 
techniques; examples include insulin and growth hormone.

redox reaction: Combination of oxidation and reduction 
reactions.

reduction: The addition of one or more electrons to a 
molecule.

regenerative medicine: A discipline of medical biotechnol-
ogy that involves repairing or replacing damaged tissues and 
organs by using tissues and organs grown through biotech-
nological approaches.

renin (chymosin): Protein-degrading enzyme derived from 
the stomach of milk-producing animals such as cows and 
goats; used in cheese production; recombinant form called 
chymosin.

replica plating: Technique in which bacteria cells from one 
plate can be transferred to another plate to produce a rep-
lica plate with bacterial cells growing in the same location 
as on the original plate; can also be carried out with other 
cells such as yeast, or viruses.

reporter genes: Genes (such as the lux genes) that can be used 
to track or monitor (report on) expression of other genes.

reproductive cloning: Cloning process that creates a new 
individual; process typically involves using the genetic 
material of a single cell to create an individual with the sin-
gle genetic composition of its creator cell.

research and development (R&D): All of the processes 
involved in basic research (for example, pre-clinical 
research) and development of a potential product. The 
lifeblood of a biotechnology company, R&D is how  
companies identify new technologies, drugs etc. for  
commercialization.

probes are usually antibodies that bind to structures with 
high affinity (e.g., antigens) and can be detected by fluores-
cent tags.

product complaint specialists: A Quality Control (QC) spe-
cialist that certifies that a product meets the criteria speci-
fied in its package insert or other specifications submitted to 
regulatory agencies.

prokaryotic cells: Cells that lack a nucleus and membrane-
enclosed organelles; only examples are bacteria and Archae.

promoter: Specific DNA sequences adjacent to a gene that 
direct transcription (RNA synthesis); binding site of RNA 
polymerase to begin transcription.

pronuclear microinjection: This method introduces the 
transgene DNA at the earliest possible stage of development 
of the zygote (fertilized egg).

prostate-specific antigen (PSA): A protein released into the 
bloodstream when the prostate gland is inflamed, and ele-
vated levels can be a marker for prostate inflammation and 
even prostate cancer.

proteases: Protein-digesting enzymes.

proteins: Macromolecules consisting of amino acids joined by pep-
tide bonds; major structural and functional molecules of cells.

protein chip: See protein microarray.

protein microarray: A “chip” similar to a DNA microarray; 
consists of a glass slide containing thousands of individual 
proteins attached to specific spots on the slide; each “spot” 
contains a unique protein.

protein sequencing: Identification of amino acid sequence by 
cleavage of each amino acid, one at a time.

Protein-specific antigen (PSA): Protein produced only by 
the prostate; biomarker for prostate inflammation and pros-
tate cancer.

proteolytic: Protein–lysing characteristic.

proteome: The entire complement of proteins in an organism.

proteomes: Families of proteins.

proteomics: Study of protein families.

protoplast fusion: Fusing of plant cells lacking cell walls to 
produce a fused cell that can become a clone.

protoplast: A naked plant cell (without cell wall).

PSI (Protein Structure Initiative): An ongoing effort begun 
in 2000 to accelerate discovery in structural genomics and 
contribute to understanding biological function. Funded by 
the U.S. National Institute of General Medical Sciences 
(NIGMS), its aim is to reduce the cost and time required to 
determine three-dimensional protein structures and to 
develop techniques for solving challenging problems in 
structural biology.

PulseNet: Partnership of bacterial DNA fingerprinting labora-
tories, developed by the U.S. Centers for Disease Control 
and Prevention (CDC) and the U.S. Department of Agricul-
ture, designed to provide rapid analysis of contaminated 
food, with the purpose of identifying contaminating 
microbes and preventing outbreaks of food-borne disease.

pyrosequencing: Reaction used in next-generation sequencing 
methods; involves synthesizing DNA from primers bound to 
template DNA of interest. Reactions release pyrophosphate 
(PPi) which can be detected and quantified to determine the 
number of nucleotides incorporated into a new sequence.
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RNA interference (RNAi): RNA-based mechanisms of gene 
silencing. These siRNAs are bound by a protein–RNA com-
plex called the RNA-induced silencing complex (RISC).

RNA polymerase: Copies RNA from a DNA template; different 
forms of RNA polymerase synthesize different types of RNA.

RNA primer: Short, single-strand RNA sequence that binds 
DNA and is used to start DNA replication by DNA poly-
merase.

RNAse: RNA-degrading enzyme.

RNA or gene silencing: General term for techniques that are 
used to inhibit a gene or RNA molecule from expressing the 
protein it encodes.

RNA splicing: The removal of nonprotein coding sequences 
(introns) from primary transcript (pre-mRNA) and joining 
of protein-coding sequences (exons).

sales representatives: Salespersons in biotechnology compa-
nies; sales representatives are “people persons” who work 
closely with medical doctors, hospitals, and health care pro-
viders to promote a company’s products.

scale-up processes: The industrial implementation of pro-
cesses in which chemical or microbiological conversion of 
material takes place that behave differently on a small 
scale (in laboratories or pilot plants) and on a large scale 
(in production).

scaling-up: Process manufacturing modification from original 
research purification.

SDS-PAGE : Sodium Dodecyl Sulfate Polyacrylamide Gel 
Electrophoresis is a process where proteins are boiled in the 
presence of SDS to denature the protein and attach sulfate 
(negatively charged) groups to each amide link in a protein 
so that they can be separated by their number of charges by 
electrophoresis in a gel made of polyacrylimide.

secondary structure: a-Helix or b-sheet structure of proteins.

seeding: See bioaugmentation.

selection (antibiotic, blue-white screening): Laboratory 
technique used to identify bacteria containing recombinant 
DNA of interest; involves growing bacteria on media with 
antibiotic or other selection molecules.

selective breeding: Mating organisms with desired features to 
produce offspring with the same characteristics.

semiconservative replication (of DNA): Process by which 
DNA is copied; one original (parent) DNA molecule gives 
rise to two molecules, each of which has one original strand 
and one new strand.

senescence: Cellular aging process.

severe acute respiratory syndrome (SARS): Severe form of 
pneumonia caused by the SARS virus; can lead to death due 
to respiratory failure.

severe combined immunodeficiency (SCID): Genetic con-
dition created by a mutation in the gene encoding the 
enzyme adenosine deaminase. Affected individuals have no 
functional immune system and are prone to death by com-
mon, normally minor infections. Commonly known as “boy 
in the bubble” condition because of need for SCID individu-
als to live in germ-free environments.

sex chromosomes: Contain majority of genes that determine 
an organism’s sex; the X (female) and Y (male) chromo-
somes in humans.

research assistants/associates: Laboratory positions in 
which individuals are primarily involved in carrying out 
experiments under the supervision of other scientists such 
as principal or senior scientists.

restriction enzymes (endonucleases): DNA-cutting proteins 
found primarily in bacteria. Enzymes cleave (cut) the phos-
phodiester backbone of double-stranded DNA at specific 
nucleotide sequences (restriction sites). Commercially avail-
able restriction enzymes are essential for molecular biology 
experiments.

restriction fragment length polymorphism (RFLP): 
Unique patterns created when DNA with different numbers 
of restriction enzyme digestion sites (due to DNA variation) 
is separated on an electrophoresis gel and detected with dyes 
or other means.

restriction fragment length polymorphism (RFLP) anal-
ysis: DNA fingerprinting technique that involves digesting 
DNA into fragments of different lengths by using restriction 
enzymes; patterns of DNA fragments are analyzed to create 
a “fingerprint.”

restriction map: An arrangement or “map” of the number, 
order, and types of restriction-enzyme cutting sites in a 
DNA molecule.

restriction sites: Specific sequences of DNA nucleotides rec-
ognized and cut by restriction enzymes.

retroviruses: Viruses that contain an RNA genome and use 
reverse transcriptase to copy RNA into DNA during the rep-
lication cycle in host cells.

retrovirus-mediated transgenics: Infecting embryos with a 
retrovirus (usually genetically engineered) before the 
embryos are implanted. The retrovirus acts as a vector for 
the new DNA.

reverse transcriptase: Viral polymerase enzyme that copies 
RNA into single-stranded DNA. This commercially available 
enzyme is used for many molecular biology experiments, 
such as creating cDNA.

reverse transcription PCR (RT-PCR): Laboratory technique 
that involves using the enzyme reverse transcriptase to copy 
RNA from a cell into cDNA and then amplifying cDNA by 
the polymerase chain reaction (PCR); a valuable technique 
for studying gene expression.

ribonucleic acid (RNA): Single strands of nucleotides pro-
duced from DNA. Different types of RNA have important 
functions in protein synthesis.

ribosomal RNA (rRNA): Small RNA molecules that are 
essential components of ribosomes.

ribosomes: Organelles composed of ribosomal ribonucleic 
acid (rRNA) and proteins assembled into packages called 
subunits. Ribosomes bind to mRNA and tRNA molecules 
and are the site of protein synthesis in prokaryotes and 
eukaryotes.

risk assessments: Analysis of potential risks and benefits of a 
procedure, drug, technology etc.

RNA-induced silencing complex (RISC): RISC unwinds 
the double-stranded siRNAs, releasing single-stranded siR-
NAs that bind to complementary sequences in mRNA mole-
cules. Binding of siRNAs to mRNA results in degradation of 
the mRNA (by the enzyme slicer) or blocks translation by 
interfering with ribosome binding.
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Southern blotting: See Southern blot analysis.

species integrity: Generally refers to maintaining the natural 
functions, abilities, and genetic constitution of a particular 
species; for example, creating recombinant animals or 
plants such as transgenic or polyploid organisms may 
change “species integrity” by making a species less well 
adapted to life in the wild.

specific utility: Requirement of the USPTO that a researcher 
must know exactly what the DNA sequence does to patent it.

spectral karyotyping: A technique involving probes specific 
for each chromosome that fluoresces different colors to 
identify chromosomes according to their color pattern.

sperm-mediated transfer: The DNA is injected or attached 
directly to the nucleus of the sperm before fertilization.

StarLink: A transgenic corn not approved for humans that 
was suspected of contaminating seed intended for food.

startup company: Formed by a small team of scientists who 
believe they may have a promising product to make (such 
as a recombinant protein to treat disease). The team must 
typically then seek investors to fund their company so they 
can buy or rent laboratory facilities, buy equipment and 
supplies, and continue the research and development nec-
essary to make their product.

statistical probability: Using statistical measures to calculate 
the possibility (probability) that a particular event will  
happen.

stem cells (embryonic and adult-derived stem cells): 
Immature (undifferentiated) cells that are capable of form-
ing all mature cell types in animals and that can be derived 
from embryos at several days of age or from adult tissues.

Stone Age genomics: A number of laboratories around the 
world are involved in analyzing “ancient” DNA. These studies 
are generating fascinating data from minuscule amounts of 
ancient DNA from bone and other tissues and fossil samples 
that are tens of thousands of years old.

substantial utility: Requirement of the USPTO that the product 
must have a real-world function before it can be patented.

substrate: Molecule or molecules on which an enzyme per-
forms a reaction.

subtilisin: Protease derived from Bacillus subtilis, a valuable 
component of many laundry detergents, where it functions 
to degrade and remove protein stains from clothing. Several 
bacterial enzymes are also used to manufacture foods, such 
as carbohydrate-digesting enzymes called amylases that are 
used to degrade starches.

subunit vaccine: Vaccine created from components of a 
pathogen such as viral proteins or lipid molecules.

Superfund Program: Program established by the U.S. Con-
gress in 1980 through the U.S. Environmental Protection 
Agency, designed to identify and clean up hazardous waste 
sites and protect citizens from harmful effects of waste sites.

synthetic biology: The use of manmade DNA sequences for 
creating modified cells or organisms.

synthetic genome approaches: See synthetic biology.

T lymphocytes (T cells): Play essential roles in helping B 
cells recognize and respond to antigens.

Taq DNA polymerase: DNA-synthesizing enzyme isolated 
from Thermus aquaticus, a thermophilic Archae that lives 
in hot springs; its ability to withstand high temperatures 

short interfering RNA (siRNA): Small (21 or 22 nt) double-
stranded pieces of nonprotein coding RNA, so named because 
they were shown to bind to mRNA and subsequently block 
or interfere with translation of bound mRNAs.

short tandem repeat (STR): One to six nucleotide repeats that 
are dispersed throughout chromosomes. Because these 
repeated regions can occur in many locations within the DNA, 
the probes used to identify them complement the DNA regions 
that surround the specific microsatellite being analyzed.

“shotgun” cloning: Random cloning of many fragments at 
once; no individual gene is specifically targeted for cloning.

silent mutation: Base-pair substitution that has no effect on 
the amino acid sequence of a protein.

single-locus probe: A probe that will bind to only comple-
mentary sequences of DNA, found in only one location in 
the genome.

single-nucleotide polymorphisms (SNPs): Single-nucleo-
tide variations in the gene sequence, or a type of DNA 
mutation; the basis of genetic variation among humans.

single-strand binding proteins: Proteins that bind to unrav-
eled single strands of parental DNA during DNA replication 
to prevent DNA from reforming double strands before being 
copied.

sister chromatids: Exact copies of double-stranded DNA mole-
cules and proteins (chromatin) joined to form a chromosome.

site-directed mutagenesis: With this technique, mutations 
can be created in specific nucleotides of a cloned gene con-
tained in a vector. The gene can then be expressed in cells, 
which results in translation of a mutated protein. This 
allows researchers to study the effects of particular muta-
tions on protein structure and functions as a way to deter-
mine what nucleotides are important for specific functions 
of the protein.

size-exclusion chromatography (SEC): Separation based on 
molecular size.

sludge: A semisolid material produced from treated sewage 
waste; consists largely of small particles of feces, waste 
papers, and microorganisms.

slurry-phase bioremediation: Process in which contami-
nated soil is removed from a site and mixed with water and 
fertilizers (and often oxygen) in large drums or bioreactors 
to create a mixture (slurry) that stimulates bioremediation 
by microorganisms in the soil.

small interfering RNAs (siRNA): Double-stranded RNA 
molecules, usually 20-25 bp in length, which can be used 
for RNA interference (silencing) experiments. Naturally 
occurring in many species and contribute to gene expres-
sion regulation through RNA silencing.

solid-phase bioremediation: Ex situ soil clean-up strategies 
that primarily involve composting, landfarming, or biopiles.

somatic cell nuclear transfer: DNA transfer process that can 
be used for reproductive or therapeutic cloning purposes; 
involves removing DNA from one cell and inserting it into 
an egg cell that has had its DNA removed (enucleated).

somatic cells: All cell types in multicellular organisms except 
for gametes (sperm and egg cells).

Southern blot analysis: Laboratory technique invented by 
Ed Southern that involves transferring (blotting) DNA frag-
ments onto a filter-paper blot for use in probe hybridization 
studies.
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transcription: The synthesis of RNA from DNA, which occurs 
in the nucleus of eukaryotic cells and the cytoplasm of pro-
karyotic cells.

transcription factors: DNA-binding proteins that bind pro-
moter regions of a gene and stimulate transcription of a 
gene by RNA polymerase.

transcriptional regulation: Form of gene-expression regula-
tion that involves controlling the process of transcription by 
controlling the amount of RNA produced by a cell.

transfection: Introducing DNA into animal or plant cells.

transfer RNA (tRNA): Small RNA molecules that transport 
amino acids to a ribosome during protein synthesis. tRNA 
binds to specific codons in mRNA sequences during transla-
tion.

transformable spongiform encephalitis (TSE): Prion 
disease that can occur in sheep and goats (scrapie) and 
cows (bovine spongiform encephalitis, or “mad cow” dis-
ease). Human forms of these brain-destroying diseases 
include kuru and TSE. All these diseases involve changes 
in the conformation of prion precursor protein, a protein 
normally found in mammalian neurons as a membrane 
glycoprotein.

transformation: The process by which bacteria take in DNA 
from the surroundings. Term also is used to define changes 
that cause a normal cell to become a cancer cell.

transgene: Gene from one organism introduced into another 
organism to create a transgenic; term usually applies to 
genes used to create transgenic animals and plants.

transgenic animals: Animals that contain genes from another 
source. For instance, human genes for clotting proteins can 
be introduced into cows for the production of these proteins 
in their milk.

translation: The synthesis of proteins from genetic informa-
tion in messenger (mRNA) molecules. Translation occurs in 
the cytoplasm of all cells.

triploid: Three sets of chromosomes (3n); used to describe 
organisms with three sets of chromosomes.

tuberculosis (TB): Disease caused by the bacterium Mycobac-
terium tuberculosis, which grows slowly and can exist in a 
human for several years before the individual develops TB.

tumor-inducing (Ti) plasmid: A plasmid vector found in 
Agrobacter.

two-dimensional electrophoresis: Separation based on 
charge in two directions.

type I, or insulin-dependent, diabetes mellitus: Disease 
caused by a lack of the pancreatic hormone insulin, which 
is required for carbohydrate metabolism. Creates elevated 
blood sugar levels (hyperglycemia).

ultrafiltration: Separation of particles smaller than 20 μm.

upstream processing: Adjustments in the purification process 
based on changes in the biologic process, making processing 
more efficient.

uracil: Abbreviated U; pyrimidine base present in RNA 
nucleotides.

U. S. Department of Agriculture (USDA): Agency created 
in 1862 that has many functions related to the advance-
ment and regulation of agriculture. Some of those functions 
include the regulation of plant pests, plants, and veterinary 
biologics.

(thermostable) without denaturation makes it valuable for 
use in PCR experiments.

TATA box: Short nucleotide sequence (TATA) usually located 
approximately 20 to 30 base pairs “upstream” (in the 5’ 
direction) of the start site of many eukaryotic genes; part of 
promoter sequence bound by transcription factors used to 
stimulate RNA polymerase.

telomerase: Enzyme that fills in gaps of DNA nucleotides at 
the ends of chromosomes (telomeres) that remain after 
DNA polymerase has copied DNA.

telomere: The end structures of a eukaryotic chromosome; in 
humans, consists of specific repeating sequences of DNA 
(TTAGGG).

template strand: After RNA polymerase binds to a promoter, 
it unwinds a region of the DNA to separate the two strands. 
Only one of the strands, called the template strand (the 
opposite strand is called the coding strand), is copied by 
RNA polymerase.

teratogenic: a substance that creates abnormal developmental 
effects in a an embryo.

tertiary structure: The unique three-dimensional shape of a 
protein.

thalidomide: Compound used initially to combat morning 
sickness in pregnant women; certain chemical forms of tha-
lidomide caused severe birth defects; thalidomide deriva-
tives are still being investigated for their use in treating can-
cer, HIV, and other diseases.

therapeutic cloning: Using a patient’s DNA to create (clone) 
an embryo as a source of stem cells that could be used in 
therapeutic applications to treat the patient.

thermophiles: Organisms with high optimal growth tempera-
tures. For example, bacteria that live in hot springs are ther-
mophiles.

thermostable enzyme: An enzyme that is capable of with-
standing high temperatures and is isolated from theromo-
philes. For example, Taq DNA polymerase is a thermostable 
enzyme.

3’ end: The end of a strand of DNA or RNA in which the last 
nucleotide is not attached to another nucleotide by a phos-
phodiester bond involving the 3’ carbon of the pentose sugar.

three Rs of animal research: Reduce the number of higher 
species used; Replace animals with alternative models 
whenever possible; and Refine tests and experiments to 
ensure the most humane conditions possible.

thymine: Abbreviated T; pyrimidine base present in DNA 
nucleotides.

Ti vector: Plasmid DNA vector derived from soil bacterium 
that can be used to clone genes in plant cells and deliver 
genes into plants.

T lymphocyte: Type of white blood cell (leukocyte); T lym-
phocytes, also called “T cells” play an essential role in help-
ing the immune system recognize and respond to foreign 
materials (antigens).

tissue engineering: Designing and growing tissues for use in 
regenerative medicine applications.

tobacco mosaic virus (TMV): A virus that naturally invades 
certain plants.

traits: Inherited features of an organism such as skin color and 
body shape.
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Western blot analysis: Laboratory technique for separating 
protein molecules by gel electrophoresis and transferring 
(blotting) proteins onto a filter paper blot that is usually 
probed with antibodies to study protein structure and 
function.

Western blotting: See Western blot analysis.

whole-genome “shotgun” sequencing: DNA sequencing 
approaches in which an entire genome can be fragmented 
and its sequence determined. Bioinformatics methods are 
then used to assemble the sequenced fragments of a 
genome to assemble the entire genome sequence.

xenotransplantation: The transfer of tissues or organs from 
one species to another; for instance, transplanting a pig 
organ into a human.

x-ray crystallography: Identification of molecules based on 
the patterns produced after bombardment of their crystals 
with x-rays.

yeast: A unicellular fungus.

yeast artificial chromosome (YAC): Plasmid vectors grown 
in yeast cells that can replicate very large pieces of DNA; 
used to clone pieces of human chromosomes for the Human 
Genome Project.

yeast two-hybrid system: Laboratory technique involving 
the use of yeast to join together different proteins (creating 
a hybrid protein) as a way to study protein function.

zinc-finger nucleases (ZFNs): Artificial restriction enzymes 
generated by fusing a zinc finger DNA-binding domain to a 
DNA-cleavage domain.

zygote: Diploid cell formed when haploid gametes such as a 
sperm and egg cell unite.

U.S. Environmental Protection Agency (EPA): Agency 
whose primary purpose is to protect human health and to 
safeguard the natural environment (air, water, and land) by 
working with other federal agencies in the United States 
and state and local governments to develop and enforce 
regulations under existing environmental laws.

U. S. Patent and Trademark Office (USPTO): The office of 
the federal government that issues patents (including pat-
ents for gene sequences).

utilitarian approach: Line of ethical thought that states that 
actions are moral if the result produces the greatest good for 
the greatest number of humans; also referred to as conse-
quential ethics because it focuses on results or conse-
quences, not on intentions.

utility patent: An invention is “useful” if it provides some 
identifiable benefit and is capable of use (the doctrine pre-
vents the patenting of fantastic or inoperative devices such 
as perpetual motion machines).

vaccination: The process of administering a vaccine to provide 
an organism with immunity to an infectious microorganism.

vaccines: A preparation of a microorganism or its components 
that is used to stimulate the production of antibodies (anti-
body-mediated immunity) in an organism.

variable number tandem repeats (VNTRs): The recognition 
that variable numbers of repeated nucleotides can be found 
in DNA and can be used for identification of individuals.

vectors: DNA (or viruses) that can be used to carry and repli-
cate other pieces of DNA in molecular biology experiments; 
for example, plasmid DNA, viruses used for gene therapy; 
also refers to organisms that carry disease.

venture capital (VC): Funding for an enterprise provided by 
financiers who see promise in the enterprise and expect a 
substantial financial benefit for the high risk (or expect to 
take a loss).
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